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Abstract. miRNAFold is a fast ab-initio program for miRNA precur-
sor prediction. In order to apply this algorithm to human genomes in
reasonable amount of time, a scalable implementation has to be made to
run on HPC. Here we present a version of miRNAFold integrated in a
Spark workflow to run on a Mesos cluster, parallelizing the miRNAFold
algorithm. We found this Spark version get more significant speedup by
launching one spark job per chromosome than by launching one spark
job for whole genome.
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1 Introduction

MicroRNAs (miRNAs) are small non-coding RNAs involved in many biological regu-
lation process. Predicting miRNA precursors and their structure from DNA sequences
is an important field in biology. MiRNAFold [6] is a fast ab-initio software able to pre-
dict those miRNAs and their structure. A web server implementation of miRNAFold
has been developped [5], available on EvryRNA platform (https://evryrna.ibisc.univ-
evry.fr/evryrna/mirnafold).

miRNAFold algorithm predicts miRNA hairpins using a sliding window over the
DNA. For each window, a base pairing matrix is built, then the matrix is used for
searching the anchor of the hairpin, then extending it and validating using some statis-
tical criteria. miRNAFold is the fastest algorithm in the literature for miRNA predic-
tion. It’s complexity is O(L2.N), where L is the length of the window, and N the size
of the sequence. It takes less than 1 second to process on a 1K nucleotide sequence.
However, running miRNAFold algorithm on a complete genome takes high execution
time (aroud 14h to process a whole human genome on our servers).

In this project we developed a scalable and adaptable implementation of miR-
NAFold, running on a cluster of servers available in our lab. This algorithm is au-
tomatically distributed over several servers and parallelized on available server cores,
thanks to Apache Spark [7], Mesos [2] and Hadoop [3] software. Benefits of paralleliz-
ing and distributing an application are well known[1][4]. With this implementation, we
expected to process a whole human genome in a reasonable amount of time, approxi-
mately one hour, which was successfully reached.



2 Methods

The miRNAFold algorithm predicts hairpins over DNA sequences using a sliding win-
dow. We parallelized this program by defining a batch as a group of successive over-
lapping windows over the genome.
The miRNAFold program has been wrapped as Java native function in a Java Spark
workflow. This workflow first generates a distributed file on the cluster using the
Hadoop distributed filesystem (HDFS) [3], writing one batch per line. Then Spark
reads the batches file in a distributed and parallelized fashion using resources provided
by Mesos, the cluster’s resource negotiator.

To execute this Spark workflow, we have created a cluster of virtual machines on
the same bare metal machine. We have installed Spark, Mesos and HDFS on those ma-
chines, one node is a Mesos Master and HDFS namenode, others are Mesos Slaves and
HDFS datanodes. Spark automatically adapts its parallelization and distribution level
to the provided resources by Mesos to execute its workflow. Mesos provides resources
depending on cluster occupancy, and queued jobs. Batches files are read as blocks of
32 Mb. If many cores are available on resources provided by Mesos, Spark reads and
processes those blocks in parallel.

We have implemented and evaluated two approaches:

– In the first approach we launched one Spark job for the whole human genome. It
generates a big batch file stored in HDFS.

– In the other approach, each chromosome is processed on the cluster as a Spark job
and scheduled by Mesos.

3 Results

We have executed the two approaches on a cluster of 4 servers, each server has 10
cores. The results show that a total speedup of 7.41 for the first approach (Table 1),
with approximately one quarter of spark’s tasks that fail. The batches file generation
time could be significant (7 minutes in our final cluster configuration) but the decisive
criterion was the size of the batch file. If this file is too large it will need more parallelism
to proceed it and this will exceed the RAM that our cluster can actually provide. Since
this approach handles a whole genome as a single job, if some tasks fail too many times,
the job is killed and the successfully intermediary results are lost.

The second approach gives us much better results with a speedup of 7.55 (Table 1)
and no task failure in the best case. In addition, this approach has also advantage that
all batches files are generated together, simultaneously. However, those results are heav-
ily dependent from the Mesos scheduling, as all chromosome jobs cannot be processed
at the same time. Better results (i.e with no failed tasks) are reached when small chro-
mosomes are processed at first (when the occupancy is high), and bigger chromosomes
after (i.e when more resources are available) as their parallelism is optimal.

4 Conclusion

MiRNA precursor prediction is of crucial importance for discover novel miRNAs and
understand transcriptional regulation networks. However, processing genomes could be
very expensive in term of processing and time.



Table 1. miRNAFold execution time comparison, iterative versus two spark ap-
proaches.

version average-time speedup

Iterative 14h19 1
First approach 1h59 7.41
Second approach 1h18 7.55

All tests have been done on virtual machines located on the same machine bare-metal machine
(including cluster nodes).
Iterative miRNAFold virtual machine: 2 CPU cores, 100 Go HDD.
Spark-Mesos cluster: 4 virtual machines of 10 CPU cores, 38 Go RAM and 65 Gb HDD.

Parallelization has of course proved its speedup potential. Nevertheless, the way to
parallelize and the design can have a high impact on the result. The whole genome batch
locks more resources provided by Mesos, than many unitary chromosome batches, with
some task failures. The method using unitary chromosome batches highlights better
performances because of its better job adaptability and better usage of the cluster
resources.

However, unitary chromosome processing are less predictable in terms of duration
and success due to Mesos scheduling strategy. It has also a high ability to recover
success job’s results. To improve the Mesos scheduling, a program should be developed
with a prior knowledge or a machine learning method.
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Repairing regular expressions

by adding missing words
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Abstract. Regular expressions are used in many information extraction
systems like YAGO, DBpedia, Gate and SystemT. However, they some-
times do not match what their creator wanted to find. We propose a novel
algorithm that automatically adds missing words by creating disjunctions
at the appropriate positions, guided by an approximate matching.
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1 Introduction

Regexes can describe concisely what a user wants to find. They help, e.g., to
extract dates or literals in information extraction, to find DNA sequences for
families of proteins bioinformatics, or to detect attacks by analyzing log files in
network security. Creating a good regex needs expertise, but the regex might
still not match all the positive examples. Adapting the regex to include the
missed positive examples might need quite some time. We therefore investigated
algorithms that change a regex such that it matches a given set of missing words.
The user needs to provide a set of missing words, and a set of negative examples,
so that our algorithm can avoid generalizing too much.
Regex definition. A regex r is an expression of the following form: an empty
expression ✏, a character a or character class [a � z], a concatenation AB, a
disjunction A|B, or a Kleene star A⇤, where A and B are regexes. The language
of the regex L(r) is defined in the usual way. We use the shorthand notation
A{n,m} = A · · ·A| {z }

n�times

("|A("| · · · ))| {z }
m�times nested

.

Problem statement. Given a regex r, a set of missing words S, a set of negative
examples E�, and a relaxation factor ↵, find a regex r0, such that L(r)[S ✓ L(r0)
and |E� \ L(r0)|  ↵|E� \ L(r)|.
Related work. Approaches for regex learning [3, 2, 7] do not adapt a regex, but
learn it from scratch instead. Others which employ regex transformation focus
on removing false positives [4], or generalizing character classes, and quantifier
ranges [5, 1]. They rely on many positive examples. Our approach, however, uses
only a few positive examples.



2 Algorithm

Our algorithm applies the following preprocessing steps. It adds a special char-
acter to the start and end of the missing words and the regex, which simplifies
the border cases. It expands the shorthand notation A{n,m} in the regex. It
embeds all non concatenations in a concatenation.

To find the gaps, where it needs to change the regex, it applies an approximate
matching from the characters of the words to the leaves of the regex syntax tree.
Then it recursively descends into the regex to apply the modifications. Finally
it applies some basic transformation to simplify the regex.
Finding gaps. For the approximate matching we use [6], which implements a
dynamic programming algorithm in a similar way to the edit distance algorithms,
approximate string-string matching or longest common subsequence algorithms.
We adopted the algorithm to return correspondences between characters of the
word and the leaves of the regex, instead of substitutions.

The gaps represent discontinuities in the matching. A gap has a start, and
a stop character, and fulfills the following conditions. Start and stop character
don’t have other matched characters in-between, and both are mapped to regex
leaves by the matching. Either they have unmatched characters in-between, or
the start regex leaf doesn’t directly precede the stop regex leaf, or both.
Recursive fixing. The algorithm takes the list of gaps and recursively descends
into the regex tree. At Kleene stars and disjunctions, it filters the list of gaps
for every child, such that a child gets only repaired for the gaps concerning
its subtrees. At concatenations the algorithm creates disjunctions that embed
those children that occur between children containing gap leaves. If such groups
overlap, we split them into non-overlapping parts at the borders, and create a
disjunction for each such group. We register every newly created disjunction at
those gaps that cover them.

Afterwards we add the substring between start and end character of each gap
at one of the registered disjunctions. After every modification we check whether
the ratio of false positives in E� is still smaller than ↵. If not, we try the next
registered disjunction of the gap. If we cannot add the substring, we undo all
changes for the string s that the gap belongs to, and add the string as r0 = . . . |s.

3 Experiments

We conducted experiments on the ReLie Relie dataset

1 and Enron-Random

dataset

2. For every dataset of the ReLie dataset, we have 5 regexes, provided
by our colleagues. For the Enron-Random dataset we use the regexes of [1]. As
baselines we take the original regex, a disjunction of the original regex and the
missing words, and the regex .*. For every regex we randomly pick 10 missing
words. For ReLIE we pick the negative examples as E�. For Enron-Random we

1
http://dbgroup.eecs.umich.edu/regexLearning/

2
http://www.cs.cmu.edu/~einat/datasets.html



remove the positive matches from the text to obtain E�. In Table 1 we show
the F1 measure for these datasets and two values of parameter ↵.

task original dis-baseline star-baseline repaired regexes
r r|s1| · · · |sn .⇤ ↵ =1.0 ↵ =1.1 ↵ =1.2

Relie/phonenum 78.1 77.3 12.1 +4.1 +7.1 +9.1
Relie/coursenum 64.7 69.3 70.3 +.5 +.7 +.5
Relie/softwarename 10.4 15.2 9.8 +5.1 +6.3 +6.3
Relie/urls 65.1 65.8 30.8 +4.9 +5.4 +5.4
Enron/phone 64.6 64.6 .1 +23.5 +23.5 +23.5
Enron/date 70.1 70.3 .0 +5.2 +5.0 +5.2

Table 1. F1 measure for different values of the parameter ↵, improvement over the
dis-baseline in percentage points.

4 Discussion

We have shown an algorithm for automatically adding missing words to regular
expressions. Our algorithm manages to generalize the regexes in the sense, that
it increases their recall without deteriorating their precision. For future work we
plan to investigate other feedback functions, and work on minimizing the length
of the repaired regex.
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Grouping Answers in Ontology-Based Query
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Abstract. We aim at easing the use of semantic and structured data by
improving the restitution of answers. Instead of providing a set/ ranked
list of answers, we devise techniques to group answers and to label the
group in an informative way, easing further exploration of the answers.
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1 Motivations

A wealth of digital resources is available on the Internet, and e�ciently exploiting
them is still a challenge that has far-reaching applications. An important feature
of resources that are at the core of Semantic Web is that they are both struc-
tured (links exist between di↵erent entities) and semantic (formal relationships
exist between di↵erent terms of a vocabulary). Despite a large amount of data
being under open licenses, we believe that the exploitation of these resources
has not reached its full potential, because of hurdles such as the di�culty to
express structured queries on these resources or the di�culty of apprehending
their results. In this article, we tackle the latter problem: providing the results
of a structured and semantic query in an “interesting” way. We consider the
framework of evaluating queries on a dataset enriched with an ontology, known
as Ontology-Based Query Answering (OBQA, see [MT14]). We consider the an-
swers to be crisp: a tuple is an answer or not, but there is no notion of relevance
as it is classically the case in web search. We aim at outputing groups of answers
together with a label for each group, providing an explanation about what is
in the group. The labels of the groups enable the user to have an overview of
the complete set of answers. Each group can then recursively be explored. For
example with a dataset containing (among other) information about persons like
in DBpedia [LIJ+15] or YAGO [MBS15], we can query for all the politicians. An
interesting labellisation for this query could be a set of labels where each label
selects only persons that are in a given party, together with a label that selects
politicians that are not known to be in any party. An other labellisation might
regroup politicians by their occupation : senator, minister, deputy, mayor, . . .

In the remaining of this paper, we introduce the technical framework, state
the problem and provide a high-level view of the approach we propose.



2 Technical Context

We focus on evaluating conjunctive queries on knowledge bases, which are pairs
(I,R) where I is a set of facts and R describes domain knowledge. There is
a variety of formalisms to represent both data (based on graphs or tables,
for instance) and knowledge (such as description logics [BCM+03], existen-
tial rules [MT14]). In this paper, we will focus on RDF and RDFS [BG14].
Within RDF, data is represented by triples of the shape (subject, predicate,
object), such as :entity1 :name "Peter", :entity2 :children :entity1 or
:entity1 rdfs:type :Person. RDFS is used to describe domain knowledge,
such as “every patient is a person” (:Patient rdfs:subClassOf :Person), or
“anybody that has a child is a person” (:hasChild rdfs:domain :Person).

OBQA is the problem of finding answers to a query that are entailed by
a knowledge base. In other words, not only the (explicit) data triples should
be taken into account, but also entailed (implicit) triples. The distinction
can be seen in the previous example: without considering the ontology, only
:entity1 would be considered as an answer. However, knowing that the domain
of :hasChild has type :Person, we retrieve :entity2 as well.

Two main approaches have been devised to solve OBQA: the first one is ma-

terialization, which consists in making implicit triples explicit, by adding them
to the set of data triples. The other main approach is call query rewriting, and
it consists in reformulating the query in such way that it can be directly evalu-
ated on the data as if there was no ontology, while keeping the same semantics.
For instance, the query q(x) := x rdfs:type :Person would be reformulated
under the previously described ontology as a union of two conjunctive queries,
q(x) := x rdfs:type :Person and q

0(x) := x :hasChild y.

3 Grouping Answers

Given an instance I, an ontology R and a query q, our goal is to provide a set
L = {(l1, S1), . . . , (ln, Sn)} of pairs (li, Si) such that (i) Si is a subset of the
answers of q over I and R and (ii) li is a label for Si, which verify that Si is the
set of answers of q ^ li over I and R. Such a set is a labellisation. A labellisation
is covering if each answer belongs to at least one Si. It is simple if there are no
pair (i, j) such that i 6= j and li entails lj when considering R.

There is a trivial covering and simple labellisation: L = {(q, S)}, where S is
the set of answers of q over I and R. However, this does not provide any more
information than the set of answers, and our current task is to formalise the
informativeness of a labellisation. We currently investigate several ways to de-
fine this notion, exploring graph-based notions and information theory. Another
question of interest is the categorization of possible approaches. We currently
devise such a categorization by studying how changes in the input a↵ect the out-
put: for instance, does the presence of an atom that is not necessary to answer
the query a↵ects the output of the algorithm?

We devised an algorithm that builds covering and simple labellisations, and
takes as additional input parameter the expected size of the output labellisation.



Labels are sets of queries, each of which being obtained through a classical query
rewriting technique. Two queries are put in the same set in order to obtain groups
with the most specific labels of comparable sizes. Further theoretical properties
of the algorithm are currently under investigation, and a demonstration of the
prototype will be proposed, querying both synthetic and real-world data.

4 Related Work

The main approach to help the user to apprehend the answer set is to rank
them according to criteria that are not necessarily known by the user. A classical
problem is to output the top k answers [IBS08]. We depart from this approach
by restituting the totality of the answer set, providing groups of answers that
are explainable in terms of domain knowledge. The task of grouping answer is
reminiscent from clustering [DHS00]. We do not use such algorithms here because
it does not provide semantic explanations of the performed grouping, but such
techniques are an interesting point of comparison in a user study. We also do
not need to define a distance on query answers. A shortcoming of our approach
is that we cannot guarantee to output partitions of the answers.
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Abstract. The distribution of base stations (BSs) are usually modelled
in a Poisson Point Process (PPP) manner. While random deployments
are not accurate for macro base stations. The non-PPP based approaches
are much less mathematically tractable than PPP-based approach. This
paper proposes a new mathematically tractable approach called Inho-
mogeneous Double Spatially-Thinned Poisson Point Process Modeling
Approach. It can be applied to any spatial point process with repulsions
& attractions. This approach is as simple to simulate as PPP-based ap-
proach. It has the same mathematical tractability and insightfulness as
the PPP-based approach as well.

Keywords: non-PPP, spatially-correlated, performance evaluation

1 Introduction

In this paper, a detailed introduction on how to apply stochastic geometry for model-
ing, analyzing and optimizing 5G ultra dense cellular networks is provided. The ever-
rising demand for wireless data implies that conventional cellular architectures based
on large macro cells will soon be unable to support the anticipated density of high-
data-rate users. The traditional approach of modeling macro cellular networks is not
applicable anymore to ultra-dense network deployments. This is due to the large num-
ber of parameters and network configurations that need to be analyzed, which make
simulation-based approaches too expensive and impractical.

The practical deployments of heterogeneous ultra-dense cellular networks are not
totally random or regular. The widely-adapted approaches to model BSs are mostly
based on PPP, which is not accurate for real BSs distribution. Base stations are de-
ployed based on coverage, rate & data tra�c criteria that make their locations spatially
correlated. Currently available research works rely on two assumptions:

1) The base stations are always assumed to be randomly deployed (Poisson point
process assumption), regardless of their type. There are plenty of literatures for PPP-
based approach, e.g. [1][2][3][4]. However, random deployments are not accurate for
macro base stations.

2) The base stations are modeled using some specific point processes (determinantal
[5], Ginibre [6], etc.) that are mathematically tractable. However the mathematical
frameworks obtained by using non-Poisson point processes are much less tractable



than their Poisson counterpart. And it does not provide any insight for system design.
What’s more, their computation may take longer time than optimized system-level
simulations

The main contribution of this paper is: A new approach is proposed, which is called:
Inhomogeneous Double Spatially-Thinned Poisson Point Process Modeling Approach,
it models ultra-dense cellular networks with spatial attractions or repulsions; it is vali-
dated against real cellular network deployments; the new mathematical framework for
system-level analysis is also developed.

2 Main Contribution

2.1 Sampling serving BS

The base stations are sampled according to a distance-depend function that accounts
for the shortest distance properties of actual cellular network deployments and identify
the serving base station.

The distance-based function used is called contact distance distribution. It can also
be called empty space function, a spherical contact distribution function is defined as
probability distribution of the radius of a sphere when it first encounters or makes
contact with a point in a point process.

2.2 Sampling Interfering BSs

Another homogeneous Poisson point process is generated and sampled based on the
location of the serving base station (previous subsection) and on the distance depen-
dent properties of actual cellular network deployments. The resulting base stations
constitute the interfering base stations

The obtained system model is a spatially-thinned version of the original Poisson
point process that is mathematically tractable

3 Results

The following figure shows coverage probability Cauchy DPP (repulsive point process)
using Double Thinning approach:

4 Conclusion

Our approach which is called Inhomogeneous Double Spatially-Thinned Poisson Point
Process Modeling Approach, reproduces practical cellular networks generated by ad-
vanced statistical software (R). It is validated against real cellular network deployments
as well as the new mathematical framework for system-level analysis. It is shown that
the Poisson point process is less accurate. And the proposed proposed approach is
obtained without loosing in tractability while it models ultra-dense cellular networks
with spatial attractions or repulsions.



Fig. 1. Coverage Probability for Cauchy LA case with path loss exponent ↵ = 4
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Abstract. This paper introduces an application based on Open Data sources. The purpose of this
application is to forecast in real-time the number of bikes available at each station of each target city.
Three main points are considered. The first objective of the study is to collect information from Open
Data and optimize an associate database for future requests. Then apply different methods used in
electricity load forecast on these data and forecast attendance at stations that weren’t in the training
set. Finally, we want to create an interactive visualization tool to share the results.

Keywords: Bike-sharing system, count data, generalized additive model, Shiny, sequential aggregation

1 Motivation

This study was requested by the load forecasting research team at EDF R&D challenges in aim to predict bikes
availability in a bike-share system (BSS). Data from BSS differ from electricity consumption by their format (counting
data instead of continuous ones) but have a similar behavior. Both have peeks in the morning and in the evening and
have a different behavior during the weekend. This similarities are explained by the relation with the human daily
routine. This study has three main purposes:

– To improve the knowledge of open data environment and find the best processes in order to work with it. Many
databases originating in various application domains such as energy systems or bike sharing systems, are now
available through the development of data sharing.

– To apply different methods, that actually work for load electricity forecasting, on daily and hourly bike availability
forecasting. Forecasting is an important task both for electrical and bike sharing systems. to know in advance the
bike or electricity demand allows to optimize system management, to improve customer experience and ultimately
to be more cost-efficient. For example, predict when a station will be empty in order to move bikes from full stations
to this empty station.

– To visualize the results by an interactive application. In order to facilitate the understanding of the results, an
interface will offer the user several menus to get the information he needs.

Fig. 1. Capture of the application



2 Open Data management

Working with large scale data implies management of a database. Our data come from two sources : from a closed
Open Bikes challenge1 for Paris, Toulouse and Lyon and from day-to-day upload from an API for Rennes2.

SQL Database Creation

For the training data set, historical BSS data from April 2016 to October 2016, for Paris (1 152 bike stations), Lyon
(348 bike stations) and Toulouse (277 bike stations) are used. The final database contain 23 868 434 rows. The stations
information (number of bikes, number of space) were updated at each new arrival or departure. A pre-processing of
the data was necessary to homogenize the time step to 10 min and thus make the data usable as time series.

The database is constructed using RSQLite [1] library, an R interface to SQLite. It contains four types of variables
: geographical information (like altitude, latitude, longitude, district and city), time information (like day, month,
year, holiday and day of the week), weather information (like temperature, humidity, pressure and wind) and station
information (like number of bikes, of spaces, arrivals and departures).

API communication

BSS data for Rennes will be requested directly by an API called from R every ten minutes. These data will be stored
in a SQL database the same way as the training set.

3 Modeling bike availability

The purpose of this part is to test different forecasting methods. Three different prediction methods are chosen:
Generalized Additive Model [2], Regression tree [3] and Prophet [4]. Finally, the predictions obtained from these three
methods will be combined using sequential aggregation of experts [5].

We want to be able to forecast bike availability for every station, regardless of whether it is present in the training
set or not. This would allow providers to anticipate the future use of a new station.

Generalized Additive Model

The number of entries or departures depends linearly on unknown smooth functions of variables. These models have
been successfully applied to related forecasting problems, especially in load forecasting.

Simple regression tree

Regression trees are a type of algorithm for predictive modeling. Each node of the tree corresponds to a decision
(temperature superior or inferior 15˚C), and the leaf to the value of the prediction (if temperature superior 15˚C, 5
bikes). This approach is often very efficient and comprehensive.

Prophet

Prophet’s package implements a procedure for forecasting time series data based on an additive model where non-linear
trends are fitted with yearly and weekly seasonality plus holidays, so seems quite adapted to our task.

Mixture of experts

It is possible that no method will be better than the others for every station and all the forecasting horizons. That is
why we will use aggregation algorithms to dynamically combine them and get the best from each method. This will
be done with the opera library [6].

1 https://maxhalford.github.io/blog/openbikes-challenge/
2 https://data.explore.star.fr/explore/dataset/vls-stations-etat-tr/



4 Visualization interface

An RShiny [7] application is used to visualize the results on a map (Figure 1) thanks to leaflet package [8]. This
application allows the user to dynamically consult the recent history and forecasts for each station.

The application shows a map of France with different icons for the cities in the scope analysis. When clicking on
the icon, the data from the corresponding city are uploaded in the application. Then the district map of the city is
shown to the user.

The user can click on a district to zoom in on this district, in order to have the plan of the district with icons for
the bike stations. Clicking on a station will open a window that contains daily and hourly predictions. These options
are also available in the right panel, where the user can select the city, the district and the station with select menus.

There is also a panel to change display. The user can choose which information to show on the map: the number
of bikes available in the stations, the number of bikes that left the stations in the last 10 minutes, or the number of
bikes that entered the station in the last 10 minutes. The icons presented on each station depend on the information
asked by the user. Finally, the user can change the date/hour in the menu and be presented with the corresponding
data.
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Abstract. We analyze the community recovery problem in the context
of stochastic block models through the lens of a special semi-definite
program, the so-called PECOK algorithm. We show why this program
interprets as a relaxed version of K-means, and we prove that it achieves
exact recovery with high probability as soon as a simple condition on the
’within-between’ covariance gap is satisfied. Furthermore, we show that
this condition is weaker than that of several previous SDP formulations,
at least in the special case of the planted partition model.

Keywords: community recovery, stochastic block models, semidefinite programming

1 Motivation/Introduction

Community recovery refers to the classical problem of estimating individuals’ group
memberships from the observation of the interactions within the network. This problem
is of utmost importance for many modern data-driven challenges, with large amounts
of network data now being available from fields as diverse as social networks [7], protein
to protein interaction [6] and social science [8], among many others.
The stochastic block model [9] is a simple yet powerful and extremely popular model of
network interactions, due to its analytical tractability and connections to fundamental
graph properties. However, fitting the SBM is a challenge: the problem of optimizing
label assignment over all possibles classes is NP-hard. One common approach relies
on maximum likelihood estimation, which su↵ers great sensitivity to starting points.
Alternative methods using spectral clustering [10] are e�cient for networks with large
blocks but fail for sparse networks.

2 A semi-definite approach to variable clustering

Our approach relies on the so-called PECOK algorithm (for PEnalized COnvex relax-
ation of Kmeans), first defined in [1] in the context of G-latent models, where it was
introduced as a corrected, relaxed version of K-means. We show how this approach can
extend to the case of stochastic block models. This leads to a semi-definite program
whose solution is, with high probability, exactly the true configuration of SBM groups,
as soon as a condition on the ’within-between’ covariance gap is satisfied.



3 Optimality of the semidefinite program

We then compare our condition for perfect recovery to the SBM literature, in particular
to [3,4,5]. We show that in the special case of the planted clique problem (which yields
a very simple and clear condition) our SDP outperforms several other formulations and
is information-theoretically optimal in the sense of the Cherno↵-Hellinger divergence
(defined in [4]) for several regimes of the parameters.

4 Conclusion and discussion

In this paper, we have shown how the PECOK algorithm can be successfully trans-
posed to the context of stochastic block models, leading to exact recovery of the block
partition. Our approach allowed us to build an e�cient, highly tractable procedure that
was proven e↵ective in other probabilistic frameworks as well [1, 2]. An interesting area
of investigation would be to complement this approach with numerical experiments.
Another area of interest concerns the adaptive estimation of the number of groups
when it is unknown, which we leave as a future endeavor.
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†Institut de Physique Thorique, CEA Saclay, France

Abstract. In this work we present analytic results concerning the pos-
sibility of capturing, using an algorithm, information in a generalised
version of community detection. Community detection is a well known
problem in machine learning with a variety of applications in the inter-
net and in real word. The limit value of the signal to noise ratio after
which detection occurs characterises in physics a phase transition. This
was conjectured for standard community detection in 2011 [DKMZ] and
then proved rigorously in 2013 [NMS]. In this paper we extend this anal-
ysis to a more general case where a number of nested community exists,
this scenario includes also the standard case and we find agreement in
the results. The problem was studied using tools from statistical physics
(i.e. Approximate Message Passing) that provide on one hand theoretical
insights on the problem, on the other hand an algorithm for solving it.

Keywords: Community Detection, Statistical Physics, Approximate Message Passing

1 Introduction

This study generalises the results obtained in [TKZ15,TKZ17] on the stochastic block
model (SBM) to the hierarchical stochastic block model (HSBM) where the commu-
nities are nested. Most of the notation and the methodology adopted are the same as
in [TKZ17]. In the HSBM the di↵erent levels of hierarchy range from 1 to G, where
level 1 is the largest community made of all the individuals and level G is the level of
the smallest communities. The probability of two individuals to be connected depends
on the community of highest level where both belong, e.g. the usual SBM has G = 2
and the probabilities of connection are: p1 if they are in the same community at level
1, p2 if they are in the same community only at level 2. Our goal is to determine
the phase transition in the thermodynamic limit where the number of individuals, N ,
tends to infinity. In our study we focus on the scenario where we have a symmetric
structure, which means that for each level inside every community the probability of
two members to be connected is the same and the number of sub-communities that
they contain is the same. We want to remark that for an algorithm this represent the
hardest possible scenario for detecting communities, where counting the degree of a
node is not informative.



2 Methods

Our goal is to determine the threshold values of the detectability given the structure
of the HSBM. In order to avoid a trivial problem in the thermodynamic limit, the
probabilities are scaled in such a way that |pi � pj | = O(1/

p
N) 8 i, j. Our method

consists in the study of the state evolution of the Approximate Message Passing (AMP)
algorithm and studies the stability of the trivial solution, i.e. random guess. We are
also interested in the di↵erent types of phase transition, first or second order, because
the presence of a first order phase transition will suggest the presence of three critical
points characterising: algorithmic spinodal, information theoretic and dynamic spinodal
phase transitions. We studied also what happens to the performance of an algorithm
if one level is particularly simple to detect. Finally, the performed simulations are in
agreement to our theoretical analysis.

3 Results

Fig. 1. Phase diagram in the case of three hierarchies, G = 3. On the two axis x
and y we have respectively the noise level to distinguish between the second and the
third level and noise level to distinguish between the first and the second. The diagram
highlights three di↵erent areas: where both the non trivial level of communities cannot
be detect, where only the largest communities can be detected and where the algorithm
can reconstruct both the non trivial levels. We represent by a solid line a continuous
transition and by a dashed line a discontinuous one. The small images sketch the best
results achievable by the algorithm in that region.

In this study we strongly reduce the number of relevant parameter, from O(2G) to
G � 1 that quantify the signal to noise ratio in the detection. The number of order



parameters has also been reduced to the only G� 1 that play a role and quantify the
amount of information detected on the communities at a certain level. We identify the
threshold value of the detectability and we determine a general criterion to understand
whether the transition will be first or second order. We proved that if a given level
is easy to detect, the lower ones will be easy to detect as well and problems will be
as complicated as determining the remaining sub-communities. This intuitively means
that if a level is simple we can solve it and split the adjacency matrix, thus study the
remaining communities separately.

Figure 1 represents a phase diagram with G = 3, one level more than the usual
SBM, that is non trivial and yet visualisable in a plane. In the axis we observe an
increasing noise in the detection of level 3 and 2 respectively. In agreement with our
results, we observe that it doesn’t exist a region where the finer level can be detected
and the one in between cannot.

4 Conclusion

In this work we studied analytically the phase diagram of the HSBM and our results
agree with the ones present in literature for the standard SBM. In the analysis we
were able to evaluate the limiting behaviours of the parameters and identify the conse-
quences on the performance of the algorithms. In the future we will study in detail the
information theoretic phase transitions from the state evolution and the free energy.
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email:{firstname.name}@lri.fr

TAU, LRI, CNRS, INRIA, Univ. Paris-Sud, Université Paris-Saclay

Abstract. This paper aims at causal modelling and proposes an end-

to-end approach including: i) dependency estimation between pairs of

variables; ii) (undirected) graph construction; iii) edge orientation, de-

termining the sense of causal relations. The contributions involve an orig-

inal dependency estimate robust to heterogeneous data, and a rigorous

methodology to control the false discovery rate. The empirical validation

presents a comparative assessment of state-of-art methods on each one

of the above causal modelling steps.

Keywords: Causal inference, Graphical models, Probabilistic methods

Causal modelling, a research topic gaining visibility in the Machine Learn-
ing field, opens a wide range of applications in epidemiology, medicine, social
sciences and economics. The gold standard methodology in causal modelling is
to conduct randomized controlled experiments, subject to feasibility, ethics and
cost limitations. Alternatives based on the exploitation of existing evidence are
pioneered by [Pea03, SGS00, Chi02, TBA06, HJM+09, ZH09, Fon16, LPMST15]
among others. This paper presents a benchmarking study, together with original
contributions, to compare existing methods and guide practitioners to rigorously
apply them depending on their requirements and conditions of use.

The proposed approach considers the typical setting of cross-sectional survey
studies1, with propositional data described using binary, categorical, and/or con-
tinuous features, with iid samples. In medical or socioeconomic studies a sample
typically represents a patient, a citizen or a household. Features, also called vari-
ables in the following, are generally inter-dependent. The goal of causal modelling
is to reveal the mechanism underlying such dependencies, which can expressed
as a functional causal model (FCM, generalizing Structural Equation Mod-
els). An FCM models each variable as a function of (a few) other variables,
augmented with an unknown “noise” variable. Formally, if X causes Y (noted
X ! Y ), then Y = f(X,E) with E representing the noise variable.

In this paper, our goal is to construct an FCM capturing the most salient
functional dependencies explaining data, aimed at supporting the choice of fur-
ther experiments in order to assess the influence of given factors on given target
variables. The motivating application regards the modelling of the causal rela-
tionships between the quality of life at work and the economic performance of

1
Missing data and time dependencies are left for further study.



the enterprises, exploiting data from the Ministry of Labour.2 The main criteria
for this study include: i) the simplicity of the FCM; ii) the ability to control
the rate of false positive (false discovery rate). The proposed methodology is a
3-step process, gradually refining the model to deal with uncertainty and provide
practitioners with intermediate outcomes of interest (Figure 1):
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Fig. 1. 3-step causal graph modelling. Indirect dependencies (dashed lines in step 1)

are pruned in step 2. Step 3 orients the edges.

Pairwise dependencies
The first step builds a graph skeleton based upon pairwise dependencies be-

tween variables (graph nodes), where two nodes are connected i↵ they are not
independent. An original non-parametric test based on (binned) Mutual Infor-
mation is proposed to handle the dependency estimation in an agnostic way,
dealing with continuous and categorical variables. The precision/recall perfor-
mance (and therefore the false discovery rate) is calibrated on the data from
the Causal Dependency Challenge [Guy13]. Considering the continuous variable
case, where the optimal parametric test is known (based on Pearson test), the
performance loss is shown to be negligible for a number of samples greater than
500.

Recovering the Undirected Markovian Graph
As step one retains direct and indirect dependencies, it may result in a clut-

tered graph. Step two removes indirect dependencies to recover the Undirected
Markovian Graph (UMG) via conditional independence tests: Variables get dis-
connected if they are mutually independent, conditionally to any subset of other
variables. No attempt to orient the graph is made at this stage. This step can
be very computationally expensive and/or lack of robustness, depending on the
number of samples and the number of variables. State-of-art methods have been
investigated and assessed. Eventually, a heuristic and computationally e�cient
method inspired from forward feature selection is retained, together with an
embedded halting criterion based on probes (spurious variables), allowing to
monitor and control the false discovery rate (number of missed indirect indepen-
dencies). This approach has been comparatively assessed w.r.t. Bayesian meth-
ods, Kernel-based HSIC, Partial correlations and Feature selection methods.

2
For more detail about the study and the code, the interested reader is referred to

github.com/Diviyan-Kalainathan/causal-humans.



Orientation of the edges
Eventually the edges retained in step 2 are oriented to define the FCM. The

proposed methodology is based on cause-e↵ect pair algorithms, which overcome
limitations of structural methods basing edge orientation structural constraints
such as V-structures (unshielded colliders). The advantage of cause-e↵ect pair al-
gorithms is that they can orient graphs belonging to Markov equivalence classes
that cannot be resolved with constraints derived from conditional independen-
cies. Experimentally, we compared pairwise algorithms from two families (1)
model-based methods (ANM [HJM+09] or PNL [ZH09]) and (2) learning-based
approaches, including Jarfo [Fon16] and RCC [LPMST15], that performed well
in the ChaLearn Cause-E↵ect Pairs Challenges [Guy13] and [Guy14].

Discussion
The proposed 3-step methodology has been compared and assessed w.r.t.

state-of-art algorithms aimed at direct causal graph reconstruction, including
constraint-based methods such as the PC algorithm [SGS00], which uses V-
structures and constraint propagation to orient the graph, and score-based meth-

ods, such as GES [Chi02], which use a likelihood metric to improve the structure.
Other methods like MMHC [TBA06] combine both approaches. Their robustness
has been rigorously assessed with regard to their assumptions (including causal
su�ciency and faithfulness).

The comparison establishes the merits of the proposed methodology, in terms
of accuracy and friendliness for practitioners. In particular, this method: i) trans-
parently handles numerical, categorical, and binary variables; ii) behaves well
(accuracy and computation-wise) in the usual range (from a few hundred to
some thousand samples); iii) provides a rigorous and intuitive way of control-
ling the false discovery rate; iv) avoids parametric modeling assumptions and is
robust against violations of simplifying assumptions. Our extensive step-by-step
assessment demonstrates its good performance.
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Abstract
Topological Data Analysis (TDA) is an emerging field which aims at

extracting useful geometric information from di�erent types of data. Per-

sistence diagrams are one the most used tool in TDA, and consist in

a robust summary of the topological properties of point clouds. From

a probabilistic point of view, surprisingly few results exist about their

asymptotic behavior when the size of the data becomes great. In the

framework where point clouds arise as i.i.d. observations, we are able to

prove laws of large numbers for a large class of functionals on persistence

diagrams. Applications include heuristics on tuning parameters for per-

sistence intensity, a widely used representation of persistence diagrams.

Keywords— persistence diagrams, laws of large numbers, euclidean graphs,
�ech complex

1 Framework

In many di�erent situations, datasets are noisy approximations of some topo-
logical space X. Even when reconstructing X is too hard (see [4] for minimax
rates in manifold estimation), some meaningful topological properties about the
space X can be e�ciently estimated. One elementary topological property of
a topological space X is its number of connected components, and clustering
can be seen as the estimation of those features. A higher dimensional general-
ization of connected components is k-level homology Hk(X), which is a vector
space whose dimension, called a Betti number, intuitively counts the number of
k-dimensional holes in a space (see [5] for a precise definition of homology).

The k-homology of a finite point cloud Xn = {X1, . . . , Xn} µ Rd will always
be trivial, and a good idea to have a grasp on the topology of the underlying
space is to look at the Á-neighboorhood XÁ

n of the point cloud Xn. Of course,
the choice of Á is crucial in this approach. A solution to overcome this problem
is to keep track of how the homology of XÁ

n changes as Á grows from 0 to +Œ,
and more precisely at when di�erent features (e.g. k-dimensional holes) born
and die. The persistence diagram Dn of Xn is the collection of the couples
r = (r1, r2) œ R2 where r1 is the radius at which a feature appears (its birth)
and r2 is its death, the radius at which it disappears. A rigorous definition of
persistence diagrams in a more general setting is given in [3]. The persistence
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Figure 1: The persistence diagram for 1-homology built on 500 random uniform
points on a torus. The two most persistence points on the diagrams correspond
to the two holes of the torus.

of a feature r is defined as pers(r) = r2 ≠ r1 and measures intuitively the
importance of said feature. For instance, in the persistence diagram of a point
cloud sampled on a torus, one would see two much more persistence points in
1-homology, corresponding to the two actual holes of the torus (see figure 1).

2 Laws of large numbers

As seen on figure 1, there are two di�erent kind of points in persistence di-
agram built on random approximations of manifold: few persistence features
correspond to the persistence diagram of the actual manifold and a lot of
points with low persistence correspond to noise in the data. We investigated
the behavior of the second type of points in the asymptotic setting: When
the size n of the data becomes great, how many are they? What is the or-
der of the sum of the persistence of the points? etc. A diagram is a fi-
nite set of points, which can equivalently be seen as a measure on the set
� = {r = (r1, r2) œ R2 s.t. 0 Æ r1 < r2 Æ Œ}. Taking this point of view,
the quantity

q
rœD f(r) is written D(f). We now state two theorems which are

representative of the kind of theorems which can be proven with our approach.

Theorem 1. Let Xn = {X1, . . . , Xn} be a n-sample of some continuous density

Ÿ on [0, 1]d such that inf Ÿ > 0. Denote Dn the persistence diagram of n1/d Xn

for k-homology. Let f : R2 æ R be a function with polynomial growth, such that

it converges uniformly to 0 close to the diagonal {r1 = r2}. Then, for all p Ø 1.

n≠1 (Dn(f) ≠ E[Dn(f)]) ≠≠≠≠æ
næŒ

0 in Lp. (1)

Theorem 2. Assume now that Ÿ is the uniform density. Then, there exists a

Radon measure ‹ on � such that

n≠1Dn
v≠≠≠≠æ

næŒ
‹, (2)

where

v≠≠≠≠æ
næŒ

denotes the vague convergence on �.

Note that this last theorem was already proven in the recent paper [2] in the
Poisson setting where Xn is an homogeneous Poisson process of intensity n.
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3 Persistence intensity

The di�culty to do statistical inference directly in the space of persistence
diagrams motivated some work to propose more tractable representations of
them. Some of those representations take the form of a kernel density estimator
over the diagram. For K : � æ R+ a positive kernel and w : R2 æ R a weight
function, define the persistence intensity [1] as

flD : z œ R2 æ D(wK(z ≠ ⇤)) :=
ÿ

rœD

w(r)K(z ≠ r).

The persistence surface being a real valued function, classical machine learn-
ing methods can be applied to them and for instance can be used to achieve
classification.

As one expects a persistence diagram to have a few meaningful points with
high persistence and a lot of points with small persistence, the role of the weight
function is to suppress su�ciently those small persistence points. Adams et al.
[1] advises to use a weight w(r) equals to the persistence pers(r) of r. The
weak law of large numbers we proved hints that a weight equal to pers(r)– for
– = d would be more e�cient to suppress the noise. This choice is supported
by numerical experiments on synthetic data.
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Bandit algorithms for power

consumption control

[Talk (or eventually Poster demo) submission]
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Abstract. To influence power consumption, some of the electricity price’s
variations could be sent to customers. In order to optimize the choice of
these tari↵s, stochastic contextual bandit problems are considered. To
measure the performance of the algorithms associated with such models,
realistic datasets should be generated. Then, algorithms could be tested
and extended to more complex cases.

Keywords: Bandit models, Sequential learning, Power consumption prediction.

1 Motivation

Forecasting and adjusting the production in accordance the daily consumption of its
customers is a main concern for EDF. Conventionally, EDF adapts its means of pro-
duction to this expected consumption. Recently, new communication tools (connected
electricity meters, smart home sensors...) between the electricity supplier and its cus-
tomers should allow to influence the users’ consumption. This can be done either di-
rectly with a servo-control of various equipment (hot water tanks, pumps of swimming
pools) or indirectly by sending incentive signals (o↵-peak hours, price variations). For
instance, the consumption could be adjusted to the production of renewable energy,
subject to climate variations. The transmission of these control signals has to be opti-
mized: which customers should be targeted? When? For which weather conditions?

Clients’ responses are stochastic and as consumption is only observed once the tari↵
is fixed, the mathematical framework to consider is the theory of multi-armed bandits.
Indeed, in the simplest case, the choice of the electricity price is made at each step time
depending on exogenous variables (temperature, date...). When the tari↵ is chosen, only
the consumption associated with this tari↵ is monitored. (However, the consumption
associated with another price is obviously unknown). Given that the price impacts
the consumption, it should be picked so that this consumption fits with a target con-
sumption based upon the electricity production. There is an exploration-exploitation
trade-o↵. Actually, exploring multiple tari↵s allows to deduce good estimations of their
e↵ects while exploiting the ones that seem the bests should reinforce the match between
the e↵ective consumption and its target. Although various algorithms that perform well
in theory exist (UCB, Exp3), they would require some modifications to be used in this
context. Since a unique realization is available at each step time (partial information
context), algorithms can’t be experimented on real data. Therefore, a generator able
to compute realistic datasets is essential.



2 Creation of a realistic data generator

The data generator will be based on the public dataset “SmartMeter Energy Consump-
tion Data in London Households ” published by UK Power Networks. The consumption
of 5,567 London Households has been read at half hourly intervals throughout the 2013
calendar year period. Households have been allocated to a CACI Acorn group (cate-
gorization of the United Kingdom’s population into demographic types) and were re-
cruited as a balanced sample representative of the Greater London population. Within
the data set are two groups of clients. In the first one, custumers were subjected to
Dynamic Time of Use energy prices: tari↵s (low, high or normal) were given a day
ahead. All non-Time of Use customers were on a flat rate tari↵. A descriptive analysis
of this dataset points out the importance of tari↵ choices. The focus is firstly made on
the simplest case : only two groups of clients are considered and the average consump-
tion of these two groups is observed. The consumption of an unique household is too
random to possibly observe the influence of tari↵s’ variations.
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Fig. 1. Average consumption per household and per half hour for both sub-groups of
custumers. For the Time of Use customers, colors’ variations correspond to the tari↵s’
changes.

The classical path of the daily consumption is observed each day of the week: the
consumption is very low during the night and presents two pics at 12 am and 8 pm.
When the tari↵ is changed, the consumption of Time of Use costumers is influenced:
a low tari↵ provides a raise of the consumption and reversely, a high price allows
the consumption decreasing. But these changes are highly dependent on the hour: a
variation of tari↵ during the night has very little consequences. This dataset will be



used to create the generator. Di↵erent predictive models (random forests and machine
learning methods [3], generalized additive model (GAM) [4], aggregation of specialized
experts [2]) will be then tested in order to generate the most realistic datasets possible.
A very basic GAM model could be :

Y (D,h, T, P ) = f1(D,h) + f2(T ) + f3(P, h) + ✏, with ✏ ⇠ N (0,�), (1)

where Y is the consumption which depends on the day of the week D, the hour h,
the temperature T and the tari↵ P and f1, f2 and f3 are functions with a specified
parametric form (polynomial, spline).

3 Bandit algorithms for power consumption control

Once this generator has been created, algorithms for contextual stochastic bandit prob-
lems should be adapted [1]. As some exogenous variables should be, such as temperature
and date, included, the bandit problems to consider are indeed contextual. Each arm of
the bandit model is associated to a tari↵ and the objective is to minimize at each step
time t, given a context st, a distance d(Ct, YIt,t) between the observed consumption
YIt,t, once the arm It has been chosen, and a target Ct. With K the set of arms, S the
context set and denoting g : S ! K a mapping of contexts to arms, to ensure that the
algorithm performs well, the quantity to minimize is the regret :

RT =

TX

t=1

d(Ct, YIt,t)� min
g:S!K

TX

t=1

d(Ct, yg(st),t), (2)

where yi,t denotes the consumption that would have been observed if the arm i had
been picked.

4 Clustering of clients to extend results

An appropriate clustering of the costumers thanks to some relevant features (average
consumption at each hour of the day, average consumption per month, etc.) should
allow to consider smaller group of clients. Applying a bandit algorithm on each cluster
will hopefully provide better results as clients react di↵erently to price variations.
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Abstract. Traditional museum audio guides have gradually been en-
hanced with multiple additional functionalities. The implementation of
location-based services in particular, has enabled the collection of large
volumes of spatiotemporal visitor movement data, from which individual
visitor trajectories can be extracted. These trajectories can be studied to
enable museums to better “know” their visitors, by means of trajectory
mining. In addition, tapping into context data could make such analy-
ses more expressive and revealing, by adding meaning and intention to
trajectories. This work discusses important challenges in studying mu-
seum visitor movements with the help of context-aware indoor trajectory
modeling and mining, and proposes work directions for each challenge.

Keywords: Data Mining · Indoor Trajectories · Trajectory Mining · Movement Pat-
terns · Museum Experience

1 Motivation

Thanks to the advent of wireless technologies such as Bluetooth and WiFi, the location
of museum visitors can be automatically acquired as they move through the exhibition
spaces. The goal is to support location-based services o↵ered via the museum’s mul-
timedia guides or mobile applications (e.g. automated audio content delivery). These
services are ultimately aimed at improving the visiting experience. However, by collect-
ing visitor movement data, museums can also study their visitors’ mobility behavior,
in an e↵ort to gain a deeper understanding of their needs and expectations.

Useful actionable insight can be more readily extracted from movement data if those
are first structured as individual trajectories, which may require some pre-processing
steps or even be impossible, depending on the granularity and structure of the raw
spatiotemporal data. A trajectory refers to the geometric aspect of the spatiotemporal
path of a moving object. In simpler terms, it is a sequence of the object’s positions
in space and time: T = (p1, p2, ..., pn). Trajectory data-based applications are usually
not primarily concerned with the physics of trajectories nor with the geometry of the
moving objects. Indeed, museum visitors can be e↵ectively modeled as moving points.



However, trajectories do not only have a geometric aspect. [5] considered trajecto-
ries from a semantic point of view, claiming that they should correspond to semantically
meaningful travels. Hence, an object’s whole movement lifespan consists of potentially
many trajectories, each one meaningfully interpreted and defined by its own starting
and ending time instants. A semantic segmentation of trajectories into application-
specific sub-intervals of moves and stops was also introduced in [5]. But actually, tra-
jectories can be semantically enhanced even beyond the “stops-moves” concept; any
type of annotation which adds meaning to trajectories and their subdivisions, gives
rise to so-called “semantic trajectories”. Thus, a semantic trajectory can be seen as a
sequence of spatiotemporal points complemented with annotations containing seman-
tic values related to places, activities, transportation modes, or any other domain or
environmental knowledge: ST = ((p1,A1), (p2,A2), ..., (pn,An)).

2 Identifying the Challenges: Current Approaches and
Limitations in Trajectory Modeling and Mining

A major challenge in building an indoor visitor trajectory analytics system is design-
ing a formal trajectory data model, which accounts for the complexities of indoor
environments. For example, architectural elements can considerably a↵ect movement.
In museums, long and narrow hallways often dictate the path taken by the visitors,
similar to how transportation networks restrict vehicle movement in outdoor settings.
Also, accessibility constraints are far more dynamic (e.g. rooms closed for restoration
purposes). Current trajectory models for the most part ignore such intricacies of indoor
environments and need to be extended to indoor settings in non-trivial ways. This is
partly due to the fact that existing navigation-oriented indoor space modeling stan-
dards have so far seen limited application [2]. Equally importantly, the trajectory data
model should also account for varying degrees of data quality, because unlike outdoor
trajectories which are based on GPS data, indoor trajectories are obtained through a
wide variety of positioning technologies and techniques [4]. This leads to a whole range
of location perceptions, each of di↵erent precision and quality.

Choosing the space and the trajectory model has a direct e↵ect on the types of
analysis that are implementable on top of them. For example, indoor distances can
not be calculated using the typical 2D euclidean metric, primarily due to walls and
multiple floors (vertical movement is also more frequent). This has many implications
on the trajectory mining methods, such as rendering conventional trajectory similarity
measures ine↵ective. Similarly, semantic trajectories also raise requirements in the types
of trajectory distance measurement (e.g. two visitor trajectories which do not share any
spatial characteristics, could still be considered semantically similar if they both start
with stops on ancient Greek statues, then Italian paintings, and then finish at an exit).

Finally, semantic trajectories are so far mostly defined at a conceptual level and
therefore most existing trajectory data mining methods and techniques deal exclusively
with the spatiotemporal dimensions of trajectories. These methods include clustering,
classification and mobility pattern extraction (frequent patterns, sequential patterns,
association rules, group movement identification), etc., but with few exceptions, they
ignore the semantic aspect of trajectories. As a matter of fact, there is still no clear
consensus on which types of trajectory semantics would better describe human mobility
behavior in general, let alone domain-specific or application-specific behavior.

3 Research Directions
One approach at accounting for the specificities of indoor environments is to represent
indoor spaces by graph-based or set-based models consisting of symbolic locations (e.g.



human-readable hall identifiers). Ideally, an indoor trajectory model should combine
both symbolic and coordinate trajectory representations. Also, to deal with positioning
data quality issues, it should incorporate hierarchical elements that enable the repre-
sentation of trajectories at multiple levels (e.g. as sequences of exact points, sequences
of regions, sequences of rooms). More generally, a separation between a trajectory’s
abstract perception and its physical encoding is needed. Abstractly, a trajectory can
be viewed as a continuous mapping function, defining a position in an indoor space for
a visitor and time instant, while physically it can be described by a sequence of discrete
predefined spatial cells (in the spirit of how the IndoorGML standard [2] represents
indoor space) and temporal intervals, along with movement attributes (e.g. speed).

There exist few algorithms and data structures to support the process of seman-
tically enriching trajectories, and therefore expressiveness and consistency issues in
modeling semantic trajectories merit further investigation. Semantic analysis at an ar-
bitrary number of di↵erent levels of detail (e.g. stops at di↵erent collections of a big
museum each consisting of stops and moves at the room level and in turn at the ex-
hibit level) is achievable by exploring enrichment processes based on the hierarchic
subdivisions of movement (such as in [1]). Methods for direct domain-specific semantic
enrichment of trajectories should also be investigated, as existing works have neglected
domain specific datasets (in favor of DBpedia, Open Street Map, Open Weather Map
and other popular sources) [3].

With regards to trajectory mining, one direction is to try to extend the existing
methods and movement pattern definitions to indoor spaces, or alternatively investigate
new movement patterns by considering the context as well, proposing new features
of typical context-aware indoor trajectories, and analyzing them to capture visitor
behavior and intention. Finally, on-line trajectory mining methods should be explored
more, given that most works opt for historical data rather than trajectory data streams.

4 Conclusion
Museums are starting to consider the use of computational data analytics to study the
moving patterns of their visitors. In this work, we identify the most important chal-
lenges to be resolved, in order to enable an advanced type of museum visitor movement
analytics, and provide some general research directions for overcoming them.
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Abstract. The rapid development of Internet-of-things (IoT) paradigm
has significantly contributed to the raise of a more connected world where
data is being generated at high rates; known as data streams or time
series data, where traditional processing systems cannot handle them.
Predictive analysis, which is gaining momentum nowadays from both
research and industrial perspectives, provides a means for prediction in
near real time by mining data streams. In this research work we aim at
providing a novel platform for learning a scalable learning and classifi-
cation solution that can deal with highly dimensional time series data.
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1 Context and Motivation

Rapid evolution in communication technologies have been resulting with what is known
as Internet of Things (IoT). IoT devices, ranging from devices, sensors to machines are
now the cornerstone of a smart connected world. A word that is capable of having the
required knowledge and information to evolve and learn making use of historical events.
These connected things, mainly sensors that can be implanted on everything nowadays,
produce what is called data streams or more formally time series data which are time
stamped records. This data if exploited e�ciently can result with greater erudition and
material valuable for improvement or avoidance of possible threats and catastrophic
situations. In other words, IoT devices have made proactivity a possibility. For instance,
using previous data logs, one can perform analysis to formulate system models that are
capable of instantaneous detections, predict events and react upon them in near real
time. For example, deploying some sensors to observe the trucking of a historical piece
of art from a museum to another will provide us with the necessary data readings,
which will be analyzed as it pours into the system to help detecting if there is any
violation that will take place before its actual occurrence. Thus, countermeasures can
be done to avoid critical situations that cannot be tolerated. Such an example shows
the power of proactivity in real world applications.

Many research initiatives have been focusing on the problem of devising predictive
models. Some have modeled the sensor data as Time Series and applied some early
classification over time series techniques to achieve prediction. These research initiatives
have tried to achieve a rule based prediction model, which works by extracting some
specific patterns, known as shapelets. Shapelets trigger prediction on their occurrence



in the time series being analyzed on real-time. Other research initiatives used complex
event (CEP) technique to achieve proactivity. CEP systems are capable of reacting
instantaneously upon occurring events. But, their e↵orts to apply predictive analytics
ended up with event detection instead. For CEP systems to keep up with emerging
science of data where predictive analytics is a must, the rules must be written in an
automatic manner; they must be learned. Raef et al. [1] have managed to bridge the
gap between data mining techniques and complex event processing, and came up with
an innovative system, namely autoCEP, that learns rules from historical time series
data and deploy them in a CEP engine to carry on with the classification of the new
coming data. This work dealt with univariate time series and pushed further to cover
multivariate time series by devising two algorithms that perform shapelet extraction,
learn the rules, and achieve classification after deploying the rules in the CEP engine
in an automated manner. But this approach was e↵ective only to some extent. The
learning phase starts to take more relatively a very long time as the dimension number
increases, since each dimension is being dealt with alone. The shapelet extraction time;
also, started to increase at an exponential rate with the increase in the dimensions of
the time series. Also, the complex correlation of extracted shapelets takes a lot of
time since it searches for the di↵erent permutations among the di↵erent dimensions.
Moreover, it is not capable of handling Big Data streams.

2 Proposed Contribution

In order to keep up with the Big Data era, the algorithms proposed in [1] need to
be re-designed and enhanced to be able to build the required rules from the extracted
shapelets out of high dimensional time series in a more e�cient manner. So,Particularly,
our aim is to design and implement a distributed algorithm for multivariate time series
classification. The algorithm must be scalable to handle the huge volume of the data and
its high velocity. Rather, it must be capable of extracting the shapelets in a tolerable
amount of time. Big Data tools are found to handle the four challenges of the current
data being streamed all over the globe: Volume, Velocity, Variety, and Veracity. Using
big data technology can help us achieve scalable architecture that is capable of handling
high velocity and voluminous amount of data streams. Implementing the algorithm in
a distributed manner, or using Big data technologies to implement the algorithm as
Storm1 and Kafka2 will help us to achieve our goal of scalability resulting with a firm
and strong predictive system that can keep up with data explosion. Devising such
an algorithm, will result with a highly capable autoCEP engine that predict upon
situations in near real time while maintaining the accuracy and the earliness of the
classification of multivariate time series.
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first.last@telecom-paristech.fr

Abstract. In this short paper we present A5G [Massias et al., 2017], an

e�cient working set (WS) algorithm based on an agressive use of Gap

Safe screening rules [Fercoq et al., 2015] for solving Lasso-type problems

such as the multitask group Lasso.

Keywords: Machine Learning, Convex optimization, Sparsity, High dimension

1 Introduction

Convex sparsity-promoting regularizations are ubiquitous in modern statistical
learning. By construction, they yield solutions with few non-zero coe�cients,
which correspond to saturated constraints in the dual optimization formulation.
Working set (WS) strategies are generic optimization techniques that consist in
solving simpler problems that only consider a subset of constraints, whose in-
dices form the WS. Working set methods therefore involve two nested iterations:
the outer loop corresponds to the definition of the WS and the inner loop calls
a solver for the subproblems. For the Lasso estimator a WS is a set of features,
while for a Group Lasso it refers to a set of groups. In practice, WS are generally
small in this context so the associated feature Gram matrix can fit in memory.
Here we show that the Gauss-Southwell rule (a greedy strategy for block coor-
dinate descent techniques [Southwell, 1941]) leads to fast solvers in this case.
Combined with a working set strategy based on an aggressive use of so-called
Gap Safe screening rules, we propose A5G, a solver achieving state-of-the-art
performance on sparse learning problems. Results are presented on Lasso and
multi-task Lasso estimators.

2 Working set construction

The generic estimator we consider is defined as a solution of:

B̂(�) 2 argmin
B2Rp⇥q

1
2 kY �XBk2F + �⌦(B)
| {z }

P(�)(B)

, (1)



where ⌦ is a sparsity inducing norm and the non-negative � is the regularization
parameter controlling the trade-o↵ between data fitting and regularization. The
associated dual problem reads (see for instance Ndiaye et al. [2015])

⇥̂(�) = argmax
⇥2�X

1
2 kY k2F � �2

2

��⇥ � Y
�

��2
F| {z }

D(�)(⇥)

, (2)

where �X = {⇥ 2 Rn⇥q : ⌦⇤(X>⇥)  1}. For the multitask Lasso, we have
⌦ = k·k2,1 and ⌦⇤ = k·k2,1.
Following the seminal work of El Ghaoui et al. [2012], to exploit the sparsity of
B(�), for any dual feasible point ⇥, current iterate B and duality gap G(�)(B,⇥),
Gap Safe screening rules [Fercoq et al., 2015] safely discard predictor j from
Problem (1) as soon as

��X>
:,j⇥

��+ kX:,jk
r

2

�2
G(�)(B,⇥) < 1 , (3)

or equivalently only consider features such that

dj(⇥) :=
1�

��X>
:,j⇥

��

kX:,jk


r
2

�2
G(�)(B,⇥) . (4)

As summarized in Algorithm 1, we propose to solve a sequence of subproblems,
periodically considering only features such that

dj(⇥)  r

r
2

�2
G(�)(B,⇥) with r 2]0, 1[ . (5)

When restricting Problem (1) to only a small number of features, it becomes
beneficial to use greedy block-coordinate descent solvers [Friedman et al., 2007,
Nutini et al., 2015] combined with precomputation of the Gram matrix of the
features.

3 Greedy BCD subproblem solvers

We denote f(·) = kY �X·k2F /2 and Bj for the j-th row of B. When considering
a block coordinate descent algorithm, one sequentially updates at step k, a single
block (here row) jk of B. For our problem, the block update rule proceeds as
follows:

Bk
jk = Tjk,Ljk

(Bk�1) , (6)

where for all j 2 [p] the partial gradient over the jth block rjf is assumed to

be Lj-Lipschitz (where Lj = kX:,jk2 is a possible choice),

Tj,L(B) := prox �
Lk·k

✓
Bj �

1

L
rjf(B)

◆
. (7)



Algorithm 1 A5G
input : X,Y,�
param: p0 = 100, ⇠0 = Y/�,⇥0 = 0n,q,B0 = 0p,q,

✏ = 10

�6, ✏ = 0.3
for t = 1, . . . , T do

↵t = max {↵ 2 [0, 1] : (1� ↵)⇥t�1 + ↵⇠t�1 2 �X}
⇥t = (1� ↵t)⇥t�1 + ↵t⇠t�1

gt = G(X,�)
(Bt�1,⇥t) // global gap

if gt  ✏ then

Break

for j = 1, . . . , p do

Compute dtj = (1� kX>
:,j⇥tk)/kX:,jk

// safe screening:

Remove jth column of X if dtj >
p

2gt/�2

Set (dt)Sr
Bt�1

= �1 // keep active features

pt = max(p0,min(2 kBt�1k2,0 , p)) // clipping

Wt =

�
j 2 [p] : dtj among pt smallest values of dt

 
// Approximately solve

sub-problem :

Get

˜

Bt, ⇠t 2 Rpt⇥q⇥�X:,Wt
s.t.G(X:,Wt

,�)
(

˜

Bt, ⇠t)✏gt

Set Bt 2 Rp⇥q
s.t.(Bt)Wt,: =

˜

Bt and (Bt)W̄t,: = 0.

return Bt

When precomputing H = X>X, it becomes beneficial to implement the GS-r
rule [Nutini et al., 2015]:

Pick jk 2 argmax
j2[p]

max
Bj2Rq

��Tj,Lj (B
k�1)� Bk�1

j

�� . (8)

This rule makes large updates of B and make the bjective decrease quicker than
cyclic selection rule. Usually it is more costly to compute, which is no longer
the case when applied to small subproblems with Gram matrix computed. this
makes greedy rules competitive in terms of time and not in terms of epochs as
previsously studied in the literature.

Since it focuses on important features according to Gap Safe screening cri-
terion, and because it uses a greedy solver for the subproblems, A5G (for AG-
Gressive Gap, Greedy with Gram) reaches performance comparable to current
state of the art [Johnson and Guestrin, 2015] for the Lasso and multitask Lasso.

4 Discussion

In this paper we have proposed a connection between Gap Safe screening rules
and working set (WS) strategies, in particular to tackle more generic learning
problems under sparsity assumptions such as the multi-task regression with `2,1
regularization. We have illustrated the benefit of precomputing the Gram ma-
trix for solving the subproblems. Precomputations allow Gauss-Southwell (GS)



variants to reach comparable performance to cyclic updates, not only in terms
of epochs but also in terms of computing time. To our knowledge, our imple-
mentation is the first to demonstrate timing performance for GS rules. Last but
not least the conjunction of WS strategies with GS methods reached noticeable
speed-ups with respect to standard open source implementation available.
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IBISC, Univ Evry, Université Paris-Saclay, 91025, Evry, France

Abstract. RNA structure prediction is an important field in Bioinfor-
matics, and numerous methods and tools have been proposed. Pseudo-
knots are specific motifs of RNA secondary structures that are di�-
cult to predict. We develop a bi-objective integer programming based
algorithm, called BiokoP, allowing to combine two models and to re-
turn optimal and sub-optimal solutions for predicting RNA secondary
structures with pseudoknots. BiokoP is compared with other existing
tools for RNA pseudoknotted secondary structure prediction proposing
several solutions. Considering 161 pseudoknotted secondary structures,
BiokoP gives better results. BiokoP is available on EvryRNA platform
(https://evryrna.ibisc.univ-evry.fr).

Keywords: RNA, Secondary structure, Pseudoknot, Integer programming,
Bi-objective

1 Introduction

RNAs have major roles in the life cycle of the cell, in particular in the transcription
and in the translation. Determining the structure of an RNA is an important step in
the study of its biological function. Pseudoknots are specific motifs of the secondary
structure which are essential in the understanding of the function of RNAs. In this
work, we are interested in the prediction of the secondary structure of RNAs with
pseudoknots. Two main approaches exist for predicting RNA structures. The thermo-
dynamic approach consists in either to compute the structure of minimum free energy,
or to compute the structure of maximum expected accuracy. The comparative approach
consists of finding a conserved structure between several species and needs therefore at
input several sequences. However, a single model can only approach the real structures.
Moreover, it is now established that the real structure has indeed a very low energy,
but not necessarily the minimum one. It is therefore interesting to propose approaches
able to combine di↵erent models and able to return several solutions. To our knowl-
edge, combination of di↵erent models for pseudoknotted secondary structure was only
used between the comparative and thermodynamic models, meaning several sequences
as input are needed. Moreover, only the tools proposed in [4], [2] and [3] can return
several solutions.



In this work we propose a bi-objective integer programming based method to com-
bine two models and to return optimal and sub-optimal solutions. Integer program-
ming (IP) is very flexible, and allow to model diverse problems. Our method allows
us to combine two thermodynamic models into a single bi-objective integer program
(BOIP), from which we can get the optimal and sub-optimal secondary structures
having the best tradeo↵ between the two criteria. The resulting tool, BiokoP (Bi-
objective programming pseudoknot Prediction), is available on the EvryRNA platform:
https://evryrna.ibisc.univ-evry.fr.

2 Methods

Our work is based on IP [8]. IP consists of optimizing an objective function according
to linear constraints over a set of integer decision variables, to obtain an optimal so-
lution. We are interested in optimizing several objective functions, corresponding here
to di↵erent models for pseudoknotted RNA secondary structure prediction. We thus
developed a BOIP, and an algorithm to find the set of optimal solutions, called the
Pareto set, and sub-optimal solutions to which we will refer as the k-best Pareto sets.

In our BOIP, we combine two di↵erent thermodynamic models, one inspired by [6]
and the other by [5]. The decision variables are binary and indicate the base pairings
of the RNA sequence and the stack of two base pairs. To take into account the pseudo-
knots, it is assumed that a secondary structure can be decomposed into pseudoknot-free
substructures. The constraints define basic rules like the impossibility for a base to be
paired with several bases or forbid isolated base pairs. We propose a new generic algo-
rithm to compute the exact k-best Pareto sets for any BOIP.

3 Results

We evaluated BiokoP on a dataset we constructed from the PseudoBase++ database
[7]. It gathers 161 sequences of non redundant pseudoknotted sequences of RNAs.

We studied the distribution of the real structures (referenced in the literature)
returned by BiokoP over the k-best Pareto set. 79 real structures are found, and the
main part (45) belongs to the first Pareto set. The remaining are distributed on the
three first sub-optimal Pareto sets. It shows the importance of considering sub-optimal
solutions.

We compared BiokoP to two methods of the literature are able to predict sub-
optimal pseudoknotted secondary structures: pKiss [4] and McGenus [2]. We computed
the sensitivity, positive predictive value (PPV), and F1-score, weighted by the rank
of the solution. The rank indicates the distance to optimality. A solution with a low
rank is more interesting since it is closest to the optimum solution. Concerning the
weighted mean sensitivity, BiokoP outperforms the other approaches, specifically Mc-
Genus; pKiss is competitive when 1 or 2 solutions are returned. Relative to the weighted
mean PPV, BiokoP outperforms McGenus and is comparable to pKiss. In Figure 1 we
present the weighted mean F1-score obtained by each tool on our dataset, in function
of the number of returned solutions. The weighted F1-score of BiokoP is never inferior
to the weighted F1-score of pKiss and McGenus. The weighted F1-score is quite stable
for BiokoP. This suggests that the quality of predicted structures is stable when the
number of returned solutions increases.



Fig. 1. Weighted F1-score of the structures predicted with BiokoP, pKiss and McGenus
on our dataset, in function of the number of solutions (NbSol).

4 Conclusion

In this work, we provide an original approach for predicting optimal and sub-optimal
RNA secondary structures with pseudoknots with respect to two thermodynamic mod-
els. We combined two models into a bi-objective integer program (BOIP), and proposed
a generic novel algorithm to compute the sets of optimal and sub-optimal solutions for
any BOIP. The tests performed on the resulting software, BiokoP, have confirmed the
importance of considering sub-optimal solutions. BiokoP was compared with pKiss [4]
and McGenus [2]. The results show that BiokoP gives higher weighted mean F1-score,
considering a set of 161 pseudoknotted secondary structures. A track for our work is
to propose better mono-criterion models to be combined to increase the global quality
of the solutions found.
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Robust deep learning: A case study
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Abstract. We report on an experiment on robust classification. The lit-
erature proposes adversarial and generative learning, as well as feature
construction with auto-encoders. When domain-specific a priori knowl-
edge is available, as in our case, a specific flavor of DNN called Tangent
Propagation is an e↵ective and less data-intensive alternative.
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1 Motivation

This paper addresses the calibration of a classifier in presence of systematic errors,
with an example in High Energy Physics.

An essential component of the analysis of the data produced by the experiments of
the LHC (Large Hadron Collider) at CERN is the selection of a region of interest in
the space of measured features. Classifiers have become the standard tool to optimize
the selection region. In the case of discovery and measurement of a new particle such
as the Higgs boson, by definition no real labeled data are available. The classifier has
to be trained on simulated data [1].

This introduces two kind of errors: statistical and systematic. When, as it is the
case here, the data model is known, the statistical error essentially comes from the
limited size of the training data. Systematics are the ”known unknowns” of the data
model, in statistical parlance the nuisance parameters that coherently bias the training
data, but which exact values are unknown.

Formally, for a family of classifiers parameterized by ✓ (e.g. the architecture and
hyperparameters of a neural network), let h(., ✓) be the score function of classifier h

and Z be the nuisance parameter. Robustness means that h(., ✓) and Z should be
independent (h should be pivotal). Of course, h should also be a good classifier, which
helps to situate robustness as a regularization objective.

2 Domain Adaptation

Learning with systematics fall under the theory of domain adaptation [4]. Implemen-
tations have to choose between two strategies: either a knowledge-free setting, where
the invariances are discovered from the data; or the integration of prior knowledge.
The knowledge-free adaptation can be supervised, with Generative Adversarial Net-
works [6],[7], or semi supervised with Domain Adversarial Networks [5]. It requires
large training sets, representative of the nominal and perturbed data distributions. In
the HEP context, the cost of precise simulations would be too high.

In the second case, the invariances describe the expected robustness properties
typically as small geometric transforms in the feature space. The Tangent Propagation



(TP) algorithm, proposed long ago [9] and recently revived [8], provides a principled
method to integrate the invariance constraints into the learning of the data model with
a classifier. With TP, the systematics are considered as a transformation f(x, Z) of the
input. The objective is to have h(x, ✓) = h(f(x, Z), ✓), thus the model is regularized by :
@h(f(x,Z),✓)

@Z

i.e. the partial derivative of the classifier score wrt the nuisance parameter.
As usual, a parameter noted � in the following, controls the tradeo↵ between the
classification error and the regularization.

3 Experimental results

The dataset We use the dataset of the HiggsML challenge [2], http://opendata.
cern.ch/record/328?ln=en. Data is split between training and test sets with 5-fold
cross validation All training is performed at the nominal setting. The systematics are
introduced in the test set only.

Figure of merit The figure of merit is not the classication accuracy, but a non-linear
function of true and false positives related to error propagation in measurement [3].
Let s0 and b0 be the number of true and false postives at nominal, and s

Z

and b

Z

their counterparts with systematics at Z. The figure of merit is �

µ

=
p

⌃

2
0 +⌃

2
Z

,

where ⌃0 =
p

s0+b0

s0
is the statistical error and ⌃

Z

= sZ+bZ�(s0+b0)
s0

the systematic
error. Because this function is not additive in the examples, we use the regularized
classification error as a proxy to train the classifier.

Evaluation methodology The baseline is a DNN without TP (or equivalently a TP-
DNN with � = 0). As TP constrains the architecture (softmax activations), we also
include results for a standard (RELU-based) DNN. In order to make the comparison
manageable, the dimensioning hyper parameters are identical for all architectures : 3
hidden layers of 40 neurons each. All networks were trained for 2000 iterations with a
mini-batch size of 1024 and optimized with Adam method, and a learning rate of 0.01.

Results Figure 1a shows that TP consistently reduces the systematic error ⌃
Z

, by 20%
on average near the minimum. The narrow confidence intervals support the significance
of this result. For all architectures, ⌃

Z

is very noisy. As a similar behavior is observed
with gradient boosting, noisiness is probably intrinsic to the problem.

Figure 1b highlights the complex impact of TP on the statistical error ⌃0. The
much wider confidence intervals with TP might be due to the limits of cross-validation.
But, as the TP-NN is trained to ignore some variability, this might indicate that this
variability crosses the class boundary, i.e. that the gap between the class manifolds is
too small. Experimenting with the boostrap may help disentangling this two causes.

Figure 1c shows that TP has a net positive e↵ect on �

µ

. Other experiments (not
reported here) show that this remains true for sensible ranges of Z and �.

4 Conclusion

The positive results of this preliminary work show that the tangent propagation ap-
proach can be e↵ective to reduce the systematic error even in the extremely di�cult
HEP case. Further experiments comparing this methods with adversarial networks and
ensemble methods are in progress. We will also refine the implementation with bet-
ter hyper-parameter selection and explore the bootstrap. As systematics are pervasive



(a) (b)

(c)

Fig. 1: Performance comparison for Z = �1%. The values are the mean and

standard deviation of the 5-fold cross validation. The decision threshold range

corresponds to the constraints of physics analysis [1]

in scientific measurements, we envision the creation of a systematics challenge, in the
spirit of the AutoML challenge for future work.
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Abstract. Recent methods for demographic history inference have a-
chieved good results, avoiding the complexity of raw genomic data by
summarizing them into handcrafted features called expert statistics. Here
we introduce a new approach that takes as input the variant sites found
within a sample of individuals from the same population, and infers
demographic descriptor values without relying on these predefined ex-
pert statistics. By letting our model choose how to handle raw data and
learn its own way to embed them, we were able to outperform a method
frequently used by geneticists for the inference of two demographic de-
scriptor values while using less data.
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1 Motivation
Genetic variation within the same population carries signals of the past demography.
For instance, a large population with small genetic diversity is likely to have encoun-
tered a bottleneck in the past, i.e. a sharp reduction of the population size followed by
an expansion. Therefore, the study of genetic variations within a population allows to
reconstruct its past history by inferring demographic descriptor values (e.g. e↵ective
population size over time or the date of events such as a bottleneck). However, demo-
graphic inference remains di�cult since evolution is a stochastic process and only a
few present-day individuals are sequenced. Thus, di↵erent histories can leave similar
signals. Moreover, these signals are blurred by other processes such as natural selection.

We aim to infer the demographic descriptor values of a population by comparing genetic
sequences from a sample of present-day individuals. The common approach in the
literature summarizes the genetic variation among sequences into features called expert
statistics, such as the site frequency spectrum (SFS), linkage disequilibrium (LD) and
identity-by-state (IBS). Then, it uses supervised methods applied on simulated data
such as Approximate Bayesian Computation (ABC) [1] or neural networks [2] to train
a model that predicts the descriptor values of the demographic history. Here we have
developed a new method based directly on raw data (i.e. genetic sequences) using
neural networks with convolutional filters. With an approach that does not rely on
expert statistics we allow more flexibility in the inference model, hoping to improve
how the model extracts information and constructs a representation of the data.

2 Methods
Artificial neural networks need supervised training in order to tune their weights. Train-
ing our convolutional network cannot be done with real datasets as there are not enough



studies observing directly the e↵ects of known demographic histories on population ge-
netic variations. Instead, we use fastsimcoal [3], a program that simulates samples of
genetic sequences given a certain demographic history and the values of its descriptors.
Each simulation generates a matrix X of 300 successive variant sites found among 20
haploid individuals and a vector d of the variant site positions in the genome. A posi-
tion is encoded as a distance in base pairs (bp) to the previous variant site. Element
xij 2 {0, 1} of X stands for the variant version (two possible alleles) of the individual
i at the position dj . Out of 3,000,000 matrices simulated from 30,000 di↵erent demo-
graphic scenarios (i.e. a set of demographic history descriptor values), we use 90% for
training and left out 10% for validation.

For simplification, we consider a particular demographic history consisting of a bot-
tleneck followed by two expansions. It is defined by 8 descriptors: the population sizes
before and during the bottleneck (NAncient and NBot), the population sizes after each
expansion (NInterm and NCurrent), the date of the bottleneck (TStartBot), its length
(BotLeng), the date of the last expansion (TRecentExp) and the sequencing error rate
(Err). Descriptors of population sizes are log-transformed so that estimation errors
between predicted and true sizes are expressed relatively to the population size. All de-
scriptor values are standardized to contribute equally to the loss computation function.

To estimate these descriptor values, we consider convolutional networks. They have
shown their ability to handle large data and recognize patterns, leading to impressive
scores for image recognition problems. Also inspired by their ability to make use of
spatial information and combine di↵erent scales, we developed SPI-DNA (Sequence
Position Informed Deep Neural Architecture), a convolutional architecture that takes
as input a heterogeneous pair consisting of a matrix X and its associated vector d. Our
network outputs predictions for the 8 demographic descriptors used to simulate the
input. The first layer of our network consists in 250 convolution filters of 5 di↵erent
rectangular shapes applied to X. 100 other filters of 5 di↵erent shapes are applied to
d. The results of the first convolutional layer are then concatenated so that the second
convolutional layer will couple information from X and d in a way that emphasizes
the original location of X along the genome. The outputs of this second layer are then
combined and go through 5 convolutional layers and 2 fully connected layers. Adding
convolutional layers one after each other allows our network to combine patterns and
reduce the size of the data without adding too many weights to our model. The network
also includes the following optimization setups: batch normalization, RELU activation
function, adaptive moment estimation (adam) optimizer and mean square error (MSE)
loss. It is implemented in Pytorch. During the validation, we compute the average of
the 100 inferred demographic descriptor values for each scenario and then compute its
loss, that we call prediction error.

3 Results

We compared the prediction of the tailored architecture against two other architectures:

– Multilayer perceptron (MLP) with one fully-connected layer of 20 neurons and one
output layer of 8.

– 3-layer convolutional network with one layer of convolution, one fully-connected
layer of 10 neurons and one output layer of 8. The layer of convolution applies 10
filters of length 5 on d and 30 filters of dimension 20⇥ 5 on X.



These two architectures have a number of weights similar to our convolutionnal net-
work. They both use the same optimisation setups as our architectures.

Table 1 shows that from the three architectures, our tailored convolutional network
performs the best in average and by descriptors. The MLP makes a prediction error
close to 1 for the bottleneck length and the sequencing error rate, meaning that this
network outputs random values for these two descriptors. Overall, convolutional net-
works have better results and our model lead to an improvement of 10% of the average
prediction compared to the 3-layer convolutional network and 21% compared to the
MLP. ABC still achieves better results on a similar dataset with a higher sequencing
error (Err), but our method achieves better inference for two descriptors (NCurrent
and NAncient).

Model # weights NCurrent NInterm NBot NAncient TStartBot TRecentExp BotLeng Err Mean
MLP 126228 .1165 .5307 .3222 .1684 .7886 .6679 .9783 .9605 .5667

3-layer ConvNet 121688 .1009 .5160 .2221 .1319 .6262 .5977 .9739 .8135 .4978
SPI-DNA 128568 .0764 .4851 .2043 .0941 .4808 .5474 .9445 .7670 .4500

ABC ; .0994 .4073 .1380 .1536 .3461 .4218 .8603 .0136 .3050

Table 1. Number of weights and prediction error of each descriptor for the three artificial neural

network architectures. Prediction errors were computed on a validation set after each 10 batches of

300 inputs of a 2 epochs training. The ones corresponding to the best step (minimum average error)

are reported here. For comparison, we added results of the ABC method on a similar dataset with

a higher sequencing error (Err) and variable number of variant sites.

4 Discussion/Conclusion
We showed how the choice of architecture can improve the performance of a population
genetics inference task. Having multiple convolutional filters of di↵erent sizes in the
first layer allows our network to capture patterns at di↵erent scales that are then
combined in the next layers. It is also able to merge heterogeneous large raw data
while keeping a low number of weights, preventing overfitting. Even if our method has
achieved good results and outperforms the ABC for the prediction of two descriptors,
ABC has still overall better results. Despite this, we are confident in the value of SPI-
DNA because ABC relies on a tedious work of identifying expert statistics relevant for a
task. Understudied population genetics tasks could thus benefit from our new approach.
Furthermore, there is room for improvement: the SPI-DNA network currently handles
less data than what is available and used by ABC. This is why our next goal is to
construct a deep learning architecture that handles a changing number of variant sites,
and thus captures the maximum of information from the entire genomic dataset. This is
a challenging milestone as most deep learning architectures are not designed to handle
data of di↵erent sizes, and thus a brand new method is needed.
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Abstract. We present here a new approach of supervised self organiz-
ing map (SOM). We added a supervised perceptron layer to the classical
SOM approach. This combination allows the classification of new pat-
terns by taking into account all the map prototypes without changing
the SOM organization. We also propose to associate two reject options to
our supervised SOM. This allows to improve the results reliability and to
discover new classes in applications where some classes are unknown. The
results indicate that our approaches are competitive with most popular
supervised leaning algorithms like support vector machines and random
forest.

Keywords: Self-Organizing Maps, Neural network, TensorFlow, Reject option

1 Introduction

Clustering is the most popular tool for exploratory analysis of data. It can help to
guide the analysts to understand the data, if the goal of the analysis is well defined
and captured by the clustering model. Most of the time, this goal is expressed by labels
representing categories of classes in a given application. For instance, in the biology
domain, one can be interested by classifying gene functions, classifying different types
of non coding RNA involved in a given biological process, and so on. But in many
applications like the cited above, some labels associated to the data are not available
and/or some labels are not known in advance.

In this work, we are interested by the self-organizing maps (SOM) [4], which are
among the most used connectionist models for data clustering and visualization. They
can also be extended to perform the classification task. We propose a two-layer super-
vised SOM, where the first layer consists of the classical unsupervised SOM and the
second layer consists of perceptrons, which are linked to the SOM units. In addition,
our approach combines the clustering to classification with reject option, in order to
consider partial information on certain labels (some classes must be discovered).

2 Methods

The SOM models comprise an important class of competitive neural models. The main
difference between the SOM and standard competitive networks is that the output



neurons are arranged in specific geometrical forms.
Each SOM unit r is associated with a weight vector wh

r = [wh1
r , wh2

r , ..., whm
r ]T ∈

R
m with the same dimension as the input feature vector x = [x1, x2, ..., xm]T ∈ R

m.
The learning algorithm that leads to a self-organization can be summarized in two
steps. The first one is the computation of the best-matching unit (BMU) s(x) by using
a distance measure (Euclidean distance, for example) between the input and weight
vectors (s(x) = argmin

r∈A
d(x,wh

r )). In the second, the BMU and its neighbours weigths

are updated towards the input x as follows: wh
r (t + 1) = wh

r (t) + αh(t)hr[x − wh
r (t)]

where αh(t) = 1 −
t
T

(with T the total number of iterations) is the learning rate and

hr = exp(− −x2

αh(t)∗σ ) (with σ the radius of the map) is the neighbourhood function.

The perceptrons in the output layer receive the activation pattern provided by the

SOM. The activation function of the unit r can be computed with ar = exp−γd2(x,wh
r ).

We extent the output layer with two different rejection options, distance rejection and
ambiguity rejection. Like in article [1], we assume that the learning step of our model
has already been completed. In the distance rejection, the neural network rejects the
classification of an input x if the largest probability of the predicted class o∗ is lower
than a defined threshold βmax. In the ambiguity rejection, the neural network rejects
the classification of an input x if the difference between the largest probability for
predicting the class o∗ and the second largest probability for predicting the class o∗∗

is lower than a threshold βdiff .

3 Results

Our method, called SLSOM, is implemented using the TensorFlow Python API. To
evaluate the proposed method, we considered six different datasets. The first one is an
artificial dataset (composed of four Gaussian datasets where the clusters 0 and 1 are
overlapping), and the five others are extracted from the UCI database (SPECTF, E.coli,
Iris WDBC, Cardiotocography). We compared our method SLSOM to several classical
supervised learning algorithms (Support Vector Machines, Random Forest, Gaussian
Näıve Bayes, K-Nearest Neighbors and Logistic Regression) and existing post labelling
supervised SOM presented in the articles [3],[2],[6],[5]. Our method gives better results
than all the other existing supervised SOM on all of the datasets. Furthermore, our
method is very competitive with the classical supervised agorithms like Gaussian Näıve
Bayes, K-Nearest Neighbors, Logical Regression and SVM. On the WDBC dataset, our
method outperforms all the other classifiers. SLSOM has an accuracy of 0.97 when the
second best classifier (RF) has an accuracy of 0.94 and the remaining methods have
an accuracies between 0.83 and 0.90. The result are shown in [7].

To evaluate the performance of our supervised SOM with the two reject options, we
used the artificial dataset. To show the interest of the distance rejection, we suppressed
the examples of class 3 from the training set and presented the examples of this class to
our supervised SOM in the test set. For the ambiguity rejection, we used the four classes
in the training and test sets. Rejected examples are labelled (-1) and (-2) respectively in
Figures 1a and 1c. In Figure 1a we can see that the examples of the class 3 are rejected
by our approach. We can verify that the rejected examples correspond to the class
3 represented by the standard SOM (Figure 1b). In Figure 1c the rejected examples
correspond mainly to the examples, which are located in the frontiers of two classes.



(a) Distance reject
accuracy = 0.92
βmax = 0.4
reject = 0.25

(b) Predicted label
accuracy = 0.94

(c) Ambiguity reject
acc = 0.97
βdiff = 0.2
reject = 0.1

Fig. 1: Predicted label repartition for the artificial dataset

4 Conclusion

In this paper, we have presented a new approach of supervised SOM, where we take
into account all the map prototypes to classify new patterns. In this approach, we
have added a supervised perceptron layer on the top of the SOM. Experiments done
on several datasets show very good results comparing to other supervised SOM. These
results are competitive (or better) with those obtained using efficient classification
methods like SVM. We also added two rejection options to our supervised SOM in
order to improve the classification results, discover new classes and analyse examples
belonging to these classes. The distance rejection is used to discover new classes when
the ambiguity rejection improves the prediction on overlapping dataset.
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Abstract. The modern multi-label problems, where each observation
can be associated with a set of labels, are typically large-scale in terms
of number of observations, features and labels. Moreover, the amount of
labels can even be comparable with the amount of observations. In this
context, di↵erent remedies have been proposed to overcome the curse of
dimensionality. In this work, we aim at exploiting the output sparsity by
introducing a new loss, called the sparse weighted Hamming loss. This
proposed loss can be seen as a weighted version of classical ones, where
active and inactive labels are weighted separately. Leveraging the influ-
ence of sparsity in the loss function, we provide improved generalization
bounds for the empirical risk minimizer, a suitable property for large-
scale problems. For this new loss, we derive rates of convergence linear in
the underlying output-sparsity rather than linear in the number of labels.
In practice, minimizing the associated risk can be performed e�ciently
by using convex surrogates and modern convex optimization algorithms.
We provide experiments on various real-world datasets demonstrating
the pertinence of our approach when compared to non-weighted tech-
niques.

1 Introduction and Motivation

Multi-label classification (MLC) has recently attracted a vast amount of contributions
due to the variety of problems that MLC can model: text categorization [Gao et al.,
2004], functional genomics [Barutcuoglu et al., 2006], image classification [Li et al.,
2014] to name a few. The objective in multi-label classification is to predict a binary
vector Y 2 {0, 1}L for a given observation X 2 X , where L is the number of labels
available and X = RD is the feature space. Our motivation in this work starts from the
observation that for a given X 2 X the output label vector Y is often sparse: for each
data point only a few labels are generally active in real-world scenarios (i.e., Y has few
non-zero coordinates, say K, with K ⌧ L). We propose a novel sparsity assumption,
which restricts a possibility to observe a large amount of active labels. In contrast, Hsu
et al. [2009] assumed that the label vector Y is sparse in average, which still may lead
to non-sparse observations.



Ŷ0 ⌘ 0 Ŷ1 ⌘ 1 Ŷ2K Ŷw ⌘ 1� Y
Proposed loss p1K p0(L�K) p0K p1K + p0(L�K)
Hamming loss: p0 = p1 = 0.5 K

2
L�K

2
K
2

L
2

[Jain et al., 2016]: p0 = 0, p1 = 1 K 0 0 K

Our choice: p0 = 2K
L , p1 = 1� 2K

L K � 2K2

L 2K � 2K2

L
2K2

L 3K � 4K2

L
Table 1. Loss examples costs for several classifiers with underlying true label being
K-sparse, with K ⌧ L: Ŷ0 ⌘ 0: output no label, Ŷ1 ⌘ 1 output all labels, Ŷ2K : output
correct active set plus K mistakes on inactive set, Ŷw ⌘ 1� Y : always wrong

2 Contribution

In recent work Jain et al. [2016] proposed to omit inactive labels to build classifiers,
this choice of loss function gives a big promotion to classifiers which predict that all
labels are active. In contrast, standard decomposable losses promote classifiers which
predict that all labels are inactive Balancing between the two choices we manage to
construct new loss function, with two main properties:

– it avoids naive predictions like Y = (0, . . . , 0) or Y = (1, . . . , 1), giving promotion
to predictions with few mistakes on inactive labels and accurately predicted active
labels,

– we prove a generalization bounds, which are linear in the underlying sparsity K
instead of linearity in the total amount of labels L.

For a given label vector Y and prediction vector Ŷ our loss has the following form

Lw
0/1(Y, Ŷ ) =

L
X

l=1

n

p01{Ŷ l=1}1{Y l=0}

+p11{Ŷ l=0}1{Y l=1}

o

,

where Y l is lth component of the vector Y 2 {0, 1}L. For more insight, let us consider
the scenario where Y is exactly K-sparse and let us analyze the following classifiers (a
synthesis is also given in Table 1):

– Ŷ0 ⌘ 0: predicts all labels inactive,
– Ŷ1 ⌘ 1: predicts all labels active,
– Ŷw ⌘ 1� Y : misspredicts all labels,
– Ŷ2K : correctly predicts the active set of Y and makes exactly K mistakes on its

inactive set.

Intuitively, one would like to build a loss which is able to di↵erentiate between the first
three predictions and Ŷ2K . Indeed, in large-scale problems the predictions similar to
Ŷ2K provide more valuable insights compared to the first three ones.

With our choice of weights

p0 =
2K
L

, p1 = 1� 2K
L

, (1)

the introduced loss function treats Ŷ0, Ŷ1 and Ŷw almost equally and it promotes pre-
dictions with small amount of mistakes on inactive sets and correct predictions on
active sets. Meanwhile, the Hamming loss does not make any di↵erence between Ŷ2K

and Ŷ0, and the loss considered in [Jain et al., 2016] gives a high promotion to naive
classifiers like Ŷ1.



Remark 1. In practice, the weights in Eq. (1) rely on the unknown sparsity constant
K. Since this quantity is unknown to the practitioner, a simple strategy consists in
performing a rough estimation based on the observed labels. Hence, we consider

p̂0 =
2K̂
L

, p̂1 = 1� p̂0 , (2)

where we estimate the output sparsity level by the maximal sparsity on the observa-
tions:

K̂ = max
i2[N ]

L
X

l=1

Y l
i .

Additionally, we prove generalization bounds which are beneficial due to their linear
dependence on the underlying sparsity constant K, instead of being linear in L. Notice
that bounds which are linear in L can fail to provide convergence, since the total
amount of labels can grow in the same rate as the number of observations N . We also
provide an empirical study of the proposed framework, showing a superior performance
in terms of di↵erent multi-label classification measures.
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Abstract. Missing data is a common trait of real-world data that can negatively
impact interpretability. We present CASCADE IMPUTATION (CIM), an effective
and scalable technique for automatic imputation of missing data. CIM is not re-
strictive on the characteristics of the input data. We compare CIM against well-
established imputation techniques over a variety of data sets under multiple test
configurations to measure the impact of imputation on the classification problem.
Test results show that CIM outperforms other imputation methods over multiple
test conditions. Additionally, we identify optimal performance and failure condi-
tions for popular imputation techniques.

Keywords: imputation, missing data, supervised learning, classification

1 Motivation

Missing data is a common phenomenon in real-world applications, with an average estimated in
a range between 5% and 20% [6]. Performance of supervised learning methods can be negatively
affected by missing data, according to [1], ratios between 5-15% require the usage sophisticated
methods while above 15% of missing values can compromise data interpretation .

Missing data mechanisms are classified into [4]: i) Missing Completely At Random (MCAR).
The events behind missing values are independent of observable variables and the missing values
themselves. ii) Missing At Random (MAR). Missingness can be explained by observable vari-
ables. iii) Missing Not At Random (MNAR). The reason for missingness of data is related to the
value of the missing data itself.

Manual imputation of MCAR and MAR data is a time consuming process and requires deep
understanding of the data and the phenomena that it describes. Current trends in data genera-
tion and collection result in larger and more complex data sets. Under this scenario, imputing
data manually is impractical, scalable automatic imputation solutions are required for real-world
applications. One of such real-world applications is Classification, a type of Supervised Learning.

The contributions of this project are:
• A new scalable and effective model-based imputation method that casts the imputation pro-

cess as a set of classification/regression tasks.



• Different to well established imputation techniques, the proposed method is non-restrictive
on the type of missing data to process, including support for:
� MAR and MCAR missing data mechanisms
� Numerical and nominal data
� Small to large data sets, including high dimensional data sets.

• The proposed method does not require additional tools to the ones available in the classifi-
cation problem, making the integration imputation+classification straightforward.

• We provide a comprehensive evaluation of different imputation methods under multiple sce-
narios, identifying optimal-operation and failure conditions.

2 Proposed method

In this project we present CASCADE IMPUTATION (CIM), a model-based incremental imputation
method. CIM is designed under the assumption that the imputation process can be cast as a set of
classification/regression tasks, in the sense that unobserved values are imputed on a supervised
learning fashion, in other words, a predictive model for missing data is generated based on input-
response samples. The main steps in CIM are shown in Figure 1. Given an incomplete data set
D = (X, y) we want to find the corresponding imputed data set D0 = (X 0, y). Original positions
of missing data are marked in red while incrementally imputed values marked in green are used
in further iterations of the algorithm.

(a) (b) (c) (d)

Fig. 1: CIM Steps. (1a) Original data with missing values marked in red. (1b) Updated posi-
tions after sorting attributes by count of missing values. (1c) A classification/regression model is
trained and applied for attribute i. In the next iteration i+1 (1d), a new classification/regression
task is performed, previously imputed values are appended to the complete data. (1c-1d) steps are
repeated until the data set is complete.

3 Methodology

We are interested in the impact of automatic missing data imputation on classification. In order to
thoroughly evaluate our proposed method, we select datasets from a variety of domains, in both
multi-class and multi-label problems. For our tests, we use 10 publicly available data sets. The
imputation/classification test is composed by three major tasks:

i) Generate missing data. We remove all original missing values in the data sets in order to
have ’complete’ versions. Then, for each complete dataset we generate 10 datasets with 5%,
10%, 25% and 50% missing values using MAR and MCAR mechanisms.

ii) Impute missing data. We compare CIM against 4 missing data imputation techniques. Con-

stant Imputation (CONSTANT) where a constant value is used to fill missing values. Simple

Imputation (SIMPLE) where we use the ’mean value’ to fill numerical values and the ’most-
frequent value’ for nominal values. Expectation-Maximization Imputation (EMI) [3] is an



iterative methods with two steps. In the expectation step (E), values are imputed based on
observed values. In the maximization step (M), imputed values are evaluated and updated if
necessary according to the data distribution. The EM algorithm converges to imputed values
consistent with the observed values distribution. k-Nearest Neighbor Imputation (KNNI) [2]
uses the neighborhood of a missing value to estimate the corresponding imputation value.
Defining the optimal k value is challenging and has important implications on performance
at the cost of computational burden [5]. In our tests we use k = 3, as a compromise given
the range of data set sizes.

iii) Use imputed data for classification. We train classification models using the imputed data
and compare the performance of these models against the baseline performance of models
generated using complete data. We use 2 popular classification algorithms: Logistic Regres-
sion and Random Forest. We use default parameters for each classifier since we are interested
on measuring the impact of using imputed data. We perform a total of 80 ⇥ 6 ⇥ 2 tests and
use 10-fold cross validation.

4 Discussion of Experimental Results

Test results show that CIM performs well on a variety of conditions, expanding beyond the oper-
ational range of sophisticated methods such as EMI and KNNI which does not scale well to large
data sets. We evaluate performance using the Area Under the Receiver Operating Characteristic
Curve (AUROC) for binary classifiers and F1-Score for multi-class classifiers. Then measure the
Root Mean Square Error (RMSE) between the baseline performance (complete data) and the ob-
served performance (imputed data) to evaluate performance over multiple missing data ratios. We
find that CIM-RF is the overall best performer based on the accuracy over the range of missing
values, followed by CIM-LR and SIMPLE. Optimal performance is achieved by CIM without
using parameter tuning for the internal classification/regression tasks. Although CONSTANT im-
putes data successfully for all tests, its overall performance is low. KNNI is next as it shows good
performance with small to medium size data sets while failing on large data sets. The last overall
performer in our tests is EMI given its small operational range. Nonetheless, it is important to
remark its good performance on small missing data ratios and small data sets. Also important is
the impact of the classification algorithm on performance. Logistic Regression and CIM-RF are
a good combination for both MAR and MCAR, while Random Forest improves the performance
of CIM-LR and SIMPLE.
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Abstract. We formulate a supervised learning problem, referred to as
continuous ranking, where a continuous real-valued label Y is assigned to
an observable r.v. X taking its values in a feature space X and the goal is
to order all possible observations x in X by means of a scoring function
s : X ! R so that s(X) and Y tend to increase or decrease together
with highest probability. This problem generalizes bipartite ranking to
a certain extent and the task of finding optimal scoring functions s(x)
can be naturally cast as optimization of a dedicated functional criterion,
called the IROC curve here, or as maximization of the Kendall ⌧ related
to the pair (s(X), Y ). From the theoretical side, we describe the optimal
elements of this problem and provide statistical guarantees for empiri-
cal Kendall ⌧ maximization under appropriate conditions for the class
of scoring function candidates. We also propose a recursive statistical
learning algorithm tailored to empirical IROC curve optimization and
producing a piecewise constant scoring function that is fully described
by an oriented binary tree. Preliminary numerical experiments highlight
the di↵erence in nature between regression and continuous ranking and
provide strong empirical evidence of the performance of empirical opti-
mizers of the criteria proposed.

Keywords: continuous ranking, bipartite ranking, ranking tree

1 Introduction

The predictive learning problem considered in this paper can be easily stated in an
informal fashion, as follows. Given a collection of objects of arbitrary cardinality, N � 1
say, respectively described by characteristics x1, . . . , xN in a feature space X , the goal
is to learn how to order them by increasing order of magnitude of a certain unknown
continuous variable y. To fix ideas, the attribute y can represent the ’size’ of the object
and be di�cult to measure, as for the physical measurement of microscopic bodies in
chemistry and biology or the cash flow of companies in quantitative finance and the
features x may then correspond to indirect measurements. The most convenient way
to define a preorder on a feature space X is to transport the natural order on the
real line onto it by means of a (measurable) scoring function s : X ! R: an object
with charcateristics x is then said to be ’larger’ (’strictly larger’, respectively) than
an object described by x

0 according to the scoring rule s when s(x0)  s(x) (when



s(x) < s(x0)). Statistical learning boils down here to build a scoring function s(x),
based on a training data set Dn = {(X1, Y1), . . . , (Xn, Yn)} of objects for which the
values of all variables (direct and indirect measurements) have been jointly observed,
such that s(X) and Y tend to increase or decrease together with highest probability
or, in other words, such that the ordering of new objects induced by s(x) matches
that defined by their true measures as well as possible. This problem, that shall be
referred to as continuous ranking throughout the article can be viewed as an extension
of bipartite ranking, where the output variable Y is assumed to be binary and the
objective can be naturally formulated as a functional M -estimation problem by means
of the concept of ROC curve, see [3]. Refer also to [2], [4], [1] for approaches based on
the optimization of summary performance measures such as the AUC criterion in the
binary context.

2 Contributions

It is the major purpose of this paper to formulate the continuous ranking problem
in a quantitative manner and explore the connection between the latter and bipar-
tite ranking. Intuitively, optimal scoring rules would be also optimal for any bipartite
subproblem defined by thresholding the continuous variable Y with cut-o↵ t > 0, sep-
arating the observations X such that Y < t from those such that Y > t. Viewing this
way continuous ranking as a continuum of nested bipartite ranking problems, we pro-
vide here su�cient conditions for the existence of such (optimal) scoring rules and we
introduce a concept of integrated ROC curve (IROC curve in abbreviated form) that
may serve as a natural performance measure for continuous ranking, as well as the re-
lated notion of integrated AUC criterion, a summary scalar criterion, akin to Kendall
tau. The paper also introduces a novel recursive algorithm that solves a discretized
version of the empirical integrated ROC curve optimization problem, producing a scor-
ing function that can be computed by means of a hierarchical combination of binary
classification rules. Numerical experiments providing strong empirical evidence of the
relevance of the approach promoted in this paper are also presented.
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Abstract. The distribution of base stations (BSs) are usually modelled
in a Poisson Point Process (PPP) manner. While random deployments
are not accurate for macro base stations. The non-PPP based approaches
are much less mathematically tractable than PPP-based approach. This
paper proposes a new mathematically tractable approach called Inho-
mogeneous Double Spatially-Thinned Poisson Point Process Modeling
Approach. It can be applied to any spatial point process with repulsions
& attractions. This approach is as simple to simulate as PPP-based ap-
proach. It has the same mathematical tractability and insightfulness as
the PPP-based approach as well.

Keywords: non-PPP, spatially-correlated, performance evaluation

1 Introduction

In this paper, a detailed introduction on how to apply stochastic geometry for model-
ing, analyzing and optimizing 5G ultra dense cellular networks is provided. The ever-
rising demand for wireless data implies that conventional cellular architectures based
on large macro cells will soon be unable to support the anticipated density of high-
data-rate users. The traditional approach of modeling macro cellular networks is not
applicable anymore to ultra-dense network deployments. This is due to the large num-
ber of parameters and network configurations that need to be analyzed, which make
simulation-based approaches too expensive and impractical.

The practical deployments of heterogeneous ultra-dense cellular networks are not
totally random or regular. The widely-adapted approaches to model BSs are mostly
based on PPP, which is not accurate for real BSs distribution. Base stations are de-
ployed based on coverage, rate & data tra�c criteria that make their locations spatially
correlated. Currently available research works rely on two assumptions:

1) The base stations are always assumed to be randomly deployed (Poisson point
process assumption), regardless of their type. There are plenty of literatures for PPP-
based approach, e.g. [1][2][3][4]. However, random deployments are not accurate for
macro base stations.

2) The base stations are modeled using some specific point processes (determinantal
[5], Ginibre [6], etc.) that are mathematically tractable. However the mathematical
frameworks obtained by using non-Poisson point processes are much less tractable



than their Poisson counterpart. And it does not provide any insight for system design.
What’s more, their computation may take longer time than optimized system-level
simulations

The main contribution of this paper is: A new approach is proposed, which is called:
Inhomogeneous Double Spatially-Thinned Poisson Point Process Modeling Approach,
it models ultra-dense cellular networks with spatial attractions or repulsions; it is vali-
dated against real cellular network deployments; the new mathematical framework for
system-level analysis is also developed.

2 Main Contribution

2.1 Sampling serving BS

The base stations are sampled according to a distance-depend function that accounts
for the shortest distance properties of actual cellular network deployments and identify
the serving base station.

The distance-based function used is called contact distance distribution. It can also
be called empty space function, a spherical contact distribution function is defined as
probability distribution of the radius of a sphere when it first encounters or makes
contact with a point in a point process.

2.2 Sampling Interfering BSs

Another homogeneous Poisson point process is generated and sampled based on the
location of the serving base station (previous subsection) and on the distance depen-
dent properties of actual cellular network deployments. The resulting base stations
constitute the interfering base stations

The obtained system model is a spatially-thinned version of the original Poisson
point process that is mathematically tractable

3 Results

The following figure shows coverage probability Cauchy DPP (repulsive point process)
using Double Thinning approach:

4 Conclusion

Our approach which is called Inhomogeneous Double Spatially-Thinned Poisson Point
Process Modeling Approach, reproduces practical cellular networks generated by ad-
vanced statistical software (R). It is validated against real cellular network deployments
as well as the new mathematical framework for system-level analysis. It is shown that
the Poisson point process is less accurate. And the proposed proposed approach is
obtained without loosing in tractability while it models ultra-dense cellular networks
with spatial attractions or repulsions.



Fig. 1. Coverage Probability for Cauchy LA case with path loss exponent ↵ = 4
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Abstract. The channel modeling of indoor visible light communication
based on stochastic geometry is proposed in this paper. This downlink
performance of VLC system is analyzed, especially the coverage probabil-
ity and the achievable average rate. The Poisson point process random
cell is considered in order to obtain the lower upper for the practical
attocell networks with irregular cell deployment. A tractable mathemat-
ical framework of VLC system is proposed and the result shows that it
can be matched with computer simulation in high accuracy. Meanwhile,
the influence of the density and field of view (FOV) in this model are
compared and discussed in the final result.

Keywords: VLC, stochastic geometry, channel modeling

1 Motivation

The higher the transmission frequency, the higher the attenuation that the signals
usually undergo. This implies that transmission technologies in the THz and VLC
spectrum can be applied to shorter transmission distances. The same applies to MC
due to their low propagation speed. This implies that future networks will need to
be very ultra dense, much more that current and 5G networks are expected to be.
The analysis and design of such networks cannot be conducted by using conventional
methodologies because they are not scalable with the network density and size. In
addition, approaches based on numerical simulations are not a↵ordable due to the long
simulation times, the amount of memory that is needed for simulations, as well as the
many parameters that a↵ect the system performance, which would require too many
options to be analyzed before identifying the optimal setup. The fact that multiple
technologies can be used (based on radio, light and chemical signals) increases the
complexity of the problem to a much larger extend. The result is that new approaches
need to be used for modeling the locations of the access points and of the mobile
devices.

Today, the current approach for handling at least in part this issue is to rely upon
tools from stochastic geometry tools and more in particular on the theory of Poisson
point processes. Unfortunately, this approach is not applicable anymore and, at the
time of writing, there are not tractable and accurate approaches that overcome this
limitation. The underlaying assumption of Poisson point processes is that the access
points are distributed at random, without spatial interactions. This can serve as a rst



approximation but it is not true in reality and is not acceptable in emerging networks,
based on a mixture of radio, light and chemical signals. Let us consider two examples
that are related to light and chemical signal transmission. Light-based communication
can be used either in indoor or outdoor, the rst being the most promising in terms
of revenues. In these cases, LEDs are expected to be deployed in a regular fashion:
for example, data can be transmitted from lamp posts, which are regularly deployed
in the streets, or data is transmitted by indoor deployments that form regular grids.
As for molecular communications, molecular transmitters and receivers are expected
to work in teams of nano-machines, rather than being randomly scattered in space. In
the rst case, the devices show repulsive characteristics while in the second case they
exhibit attractive properties. The problem is that, at the time of writing, there are no
tractable mathematical methodologies for handling these spatial structures, which can
be efciently used for system optimization and to gain insight for system design. New
methodologies are needed. In the sequel, I will discuss an innovative approach that I
have been working on for the last year, which is still unpublished and that, so far, has
been tested only for application to radio-based networks. It is, however, a promising
approach for application to light and chemical communication networks as well.

2 Methods

In this paper, we apply the stochastic geometry to analyze the indoor visible light
communication system, which is fast and trackable compared with previous approach.
Through our approach, we can obtain an exact mathematical framework without any
approximation. In addition, we extend this model by considering the field of view and
blockage model to match the practical VCL system.

3 Results

The mathematical framework of coverage probability and average rate can match the
simulation results in high accuracy. Meanwhile, through our framework and simulation
results, we can prove that there exists an optimal value for the FOV and density.

4 Conclusion

The paper presents a trackable framework for the system performance of an indoor
visible light communication system by stochastic geometry, which has a high accuracy
compared with the simulation results. Meanwhile, we extend our model by considering
the FOV and blockage model, which is practical and useful. In addition, our results
show that we can obtain an optimal value of coverage probability and average rate by
considering the density and FOV.
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Summary

Networks are ubiquitous in many sciences : genomics, biology, statiscal physics, social
science . . . In order to extract information from these data repositories, random graphs
have proven to be particularly relevant to model real-world networks. Specifically, random
graphs with latent space can be characterized by the so-called graphon. Encompassing a
wide span of graph models, this non-parametric perspective for analyzing network data
has recently gained interest.

However, random graphs constructed on graphon suffer from a lack of interpretation :
it can be hard to get simple description from an observation given by sampled graph. This
problem poses challenging questions on how to define informative graphon properties and
make inferences about them.

As a first answer to this problem, we suggest a suitable notion of complexity for gra-
phons. Roughly speaking, a simple intuition of this graph feature may be the number of
explanatory variables (age, job, . . .) that are required to understand the presence or ab-
sence of connections between people in a social network. Finally, we propose a consistency
estimation for this key information in network modeling.

Outline

I/Presentation of the graphon model
II/Construction of a complexity measure for graphons
III/Main lines of the estimation procedure
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Abstract. In the last decade, Montanari et al. discovered a new itera-
tive reconstuction algorithm for compressed sensing, named Approximate
Message Passing, which exhibits good performances and low computa-
tional complexity in high dimensions. Its performance is tracked by a
one-dimensional recursion, named state evolution. Our work is to justify
rigourously the heuristic of this state evolution recursion in an asymp-
totic limit.
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sion

1 Motivation

We consider the compressed sensing setting, where a unknown signal x0 2 Rn is to be
recovered from linear measurements y = Ax0 2 Rm, where A 2 Rm⇥n is called the
measurement matrix. If the undersampling parameter � = m/n is smaller than 1, this
problem seems impossible, since the problem is underdetermined. However, it has been
shown that if one makes a sparsity assumption on x0 -i.e. x0 has few non-zero entries-,
and if A is well-chosen, then signal reconstruction is possible.

More precisely, the basis pursuit algorithm estimates

x̂0 = argmin
x:Ax=y

kxk1 . (1)

Taking the matrix A to be random, for instance a Gaussian or a Bernoulli matrix, it
has been shown that with high probability, x̂0 = x0, provided that the signal is su�-
ciently sparse. As this minimization (1) is convex, its solution can be easily computed
using linear programming methods. However, these methods are too computationaly
expensive for very large applications.

Other methods have thus been proposed, one of them being iterative thresholding

(IT), which provides a sequence of estimates using the following recusion:

x

t+1 = ⌘

⇣
x

t +A

T

z

t

,�

t

⌘
, (2)

z

t = y �Ax

t

. (3)

Here, ⌘(.,�) is the soft-thresholding function, defined as ⌘(x,�) = sign(x)(x � �)+,
and �
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is a sequence of parameters to be determined. At each step, the algorithm does



a gradient step to reduce ky �Axk22, and then ⌘ forces the sparsity of the estimate.
Although this is a natural algorithm, it su↵ers from slow convergence.

Montanari et al. proposed a very similar algorithm, that adds a term to the second
equation:
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Their inspiration came from approximating a message passing algorithm on a binary
complete graph, where the variable nodes correspond to the coordinates of x and the
factor nodes correspond to the coordinates of y. Thus they named this algorithm ap-

proximate message passing (AMP) [1].
While the derivation of this algorithm is rather complex, its asymptotic behaviour

(as n,m ! 1, � fixed) is very simple. Suppose that, as n ! 1, the empirical distri-
bution of the coordinates of x0 converges to a probability measure p0 and X0 ⇠ p0.
Define the state evolution iterates as
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where Z is a standard Gaussian random variable, independent of X0.
It has been shown that for A Gaussian matrix, with i.i.d entries normal with mean

0 and variance 1/m, then the empirical distribution of the coordinates of xt+1 � x0,
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) � X0. As a consequence,

the evolution of the estimator x

t+1 is well-understood in a asymptotic manner : it is
described by a one-dimensional recursion.

Simulations have shown that AMP is an e�cient reconstruction algorithm, that
the state evolution was a good approximation of reality for medium size applications,
and that the state evolution description holds for a wide class of matrices.

In a recent paper [2], Maleki et al. have successfully used the AMP algorithm for
di↵erent functions than the soft-thresholding function ⌘. Their idea is that if we have
another prior than sparsity on the signal x0, then one can adapt AMP by changing the
function ⌘ to force this prior. For instance, one can use any image denoiser to enforce a
prior on image reconstuction. Another popular application is using an AMP algorithm
to find a low rank structure in a noisy matrix [3]. The resulting algorithms are e�cient,
but we have little theoretical results for them.

2 Main contribution

I am currently working with a PhD student from Stanford, Phan Minh Nguyen, on the
analysis of the AMP algorithm using a generic function ⌘. Our goal is to prove that,
for (almost) any function ⌘, state evolution equations similar to those in (6), (7) hold.
This will enable to develop a rigourous analysis of a wide class of algorithms in this
area of research.

During the second time of my internship, we may carry an analysis of the AMP
recursion for a particular denoiser ⌘. Thanks to the state evolution equations, we hope
to be able to show that this reconstruction method performs well on some class of
signals. In that case, some simulation is likely to be carried out. However, things are
not fixed yet and I cannot tell now what I will be able to present in September.



3 Conclusion

The AMP reconstruction algorithms come from non-rigourous intuitions, but show
very good performance in practice and are very flexible to apply on a wide range of
problems. State evolution equations make their analysis very simple. However, these
methods are taught in very few classes ; this talk could be a good opportunity to give
an introduction to them. I wouldn’t plan on describing in detail the proof that I’m
working on - it is not well-suited for a first introduction on the subject. I would rather
like to give a clear presentation on the general ideas of AMP recursions, including some
examples I hopefully will have worked on during the second part of the internship.
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Abstract. The success of Machine Learning applications in many fields
relies heavily on well designed models / architectures, namely, selecting
a good set of hyper-parameters. Hyper-parameter selection is not only
time consuming, but also requires domain knowledge. My PhD thesis
aims at developing a methodology to automate this process, and finally
produces an “any data”, “any time”, and “any resource” black-box ma-
chine learning algorithm, which automatically examines the input data,
selects an appropriate model with its hyper-parameter values, and out-
puts the desired type of predictions, all by taking into account of the
available computational resources and a computational budget. We call
this study “AutoML”.

Keywords: automatic machine learning, hyper-parameter tuning, model design

1 Introduction and Current work

The AutoML problem is not new. For example, in 2016, Chalearn1 has organized the
Chalearn AutoML challenge2. This challenge provided 30 machine learning problems
with di↵erent task types (binary / multi-class / multi-label classification, regression),
diverse data type (image, text, speech, advertising, etc.), task specific objective func-
tions and resource constraints, and asked participants to contribute algorithms that
are able to solve all these problems without any human intervention.

As a first step of my PhD project, I am currently doing systematic analyses of the
challenge results. This step is crucial for understanding the state-of-the-art solutions
to the AutoML problem and identify the remaining di�culties.

The final winning solutions of the Chalearn AutoML challenge can be divided into
two main types: 1) Bayesian Optimization techniques such as (autosklearn[3]3 by team
‘aad freiburg’ and freeze-thaw Bayesian optimization[4] implemented by JR Lloyd 4,
which build the posterior p(model|data) by applying candidate models on the input
data and use this posterior distribution to guide the search; 2) Heuristic solutions (ab-
hishek5), which suggest a solution to a specific problem based on experiences acquired

1
http://automl.chalearn.org/

2
https://competitions.codalab.org/competitions/2321/

3
https://automl.github.io/auto-sklearn/stable/

4
https://github.com/jamesrobertlloyd/automl-phase-2

5
http://blog.kaggle.com/2016/07/21/approaching-almost-any-machine-learning-problem-abhishek-thakur/



before with similar tasks. Most solutions limit their search space to learning machines
implemented in the Python-based scikit-learn library[2].

We observed that, among the 30 datasets of the challenge (which are all very
di↵erent in nature) a given algorithm can be good at solving some of them, but weak
at solving others (Fig. 1). We already identified a few factors, which may cause this
phenomenon, e.g. 1) the algorithm failed at the data ingestion of preprocessing level
because the dataset contained missing values / imbalanced data or other di�culties that
require sophisticated feature engineering before the actual learning; 2) the algorithm
performed poor time management wasting time on training with unpromising hyper-
parameter settings; 3) or conversely the hyper-parameter search space was not large
enough. These observations suggest that the current AutoML algorithms are still far
from being “any data + any resource + any time” machine learning solvers.

Fig. 1: Upper left and upper right: Performance as a function of time of 2 winning
models (aad freiburg and abhishek) applied on 2 di↵erent datasets. These 2 models solve
very well ‘sylvine’, a binary classification task of forest cover type data; but have a poor
performance on the other one ‘yolanda’, a regression task to predict songs’ publication
year. Bottom: Hyper-parameter selection process as a RL problem. It corresponds to
an episode where the model under consideration is a bagging classifier and is built by
performing actions in each state to assign values to its parameters. The agent receives
reward (i.e. model’s performance) only when it reaches the terminal state where the
model gets trained on input data. The values of state-action pairs are then updated
according to this reward.



2 Reinforcement learning: another possible solution to

AutoML problem?

The hyper-parameter selection process can be formulated as a Reinforcement learning
(RL) problem: states s are characterized by a sequence of tuples (hyper-parameter,
value) that describes the model; in each state, available actions assign values to hyper-
parameters; the model’s performance plays the role of final reward. Surrogate perfor-
mance approximations play the role of intermediate rewards. Fig. 1 illustrates a very
simple hyper-parameter selection example as a value-based RL instance.

Recently, using RL for model design has started attracting the attention of the
machine learning community. For example, B. Zoph et al. (2016) [5] and B. Baker et
al. (2016) [1] have respectively used policy based and value based RL to automatically
design neural networks to solve some deep learning benchmarks (CIFAR-10, PTB,
etc.) and have achieved results comparable to human’s best hyper-parameter tuning.
However, the success of these e↵orts greatly relies on the use of huge computational
resources, which severely limits their practical deployment in many domains. Therefore,
reducing the computational demand will be one of the targets of my future work. I
envision several workarounds: 1) smarter search strategy: early stopping can be used
to guide the search toward more promising regions without waiting for the convergence
of the current model; 2) smarter resource management: when given severe resource
limitation, the algorithm must know to reduce its search space and / or training time
for each candidate model to obtain an output before the resource limit is exhausted –
this can be done, for example, by encoding the resource limit into the reward function.

In my presentation, I will first explain my analyses of the AutoML challenge, present
various directions of research that they suggest, and my first explorations of RL algo-
rithms applied to the AutoML problem.
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Abstract. Nowadays, a variety of complex and critical systems manip-
ulate sensitive data. Handling such data is an important issue, since such
systems should guarantee its integrity and reliability. Within this con-
text, query languages, such as SQL (Structured Query Language), are
used by relational database management systems (RDBMS) as an im-
portant vehicule to process data. However, many questions spin around
RDBMS concerning the safety guarantees they provide. It is in this re-
spect that we propose to deeply specify, using the Coq proof assistant,
the compilation chain of SQL.

Keywords: relational databases, SQL, query compilation, formal methods

1 Context and scientific positioning

1.1 Scientific goals and challenges

Current data-centric applications ranging from e-commerce, health crises’ monitoring,
to homeland security involve increasingly massive data volumes which are precious and
whose availability, integrity and reliability is highly desirable. An important part of such
data are handled by relational database management systems (RDBMS) through their
query language, SQL, which is the standard for such systems. RDBMS, while intensively
used in practice, have not yet reached the same high safety level guarantees as found
in other critical systems, potentially yielding puzzling behaviours or even disastrous
situations. Such a lack of strong assurance is problematic. Surprisingly, while formal
methods are nowadays widely used to specify critical systems and to ensure that they
comply with their specifications, such methods have been poorly promoted for data-
centric systems [3, 2, 1].

In this work, we adopt such an approach for the SQL compilation chain, which is
an important aspect to increase confidence in RDBMS. To do so, we mainly rely on the
Coq interactive theorem prover, in combination with state-of-the-art RDBMS (namely
PostgreSQL and Oracle) to provide e�cient optimisations that will be checked back in
Coq.

Our work is part of the Datacert project involved in the more general setting,
while not funded by, the NSF - Expedition in Computer Science - The Science of Deep
Specification.



1.2 Deep specification

How to specify in a clear and simple way the behaviour of complex and cumbersome
systems? The question arises and, no rare, finding an answer is quite tricky. In fact,
specifying a system represents a huge challenge. Trying to understand and to translate
all the di↵erent behaviour patterns into a well-structured description is a rough task.

Unfortunately, despite being considered as an excellent practice in the scope of
software development, it is also discarded by many who consider it as a hurdle and an
unnecessary process. In truth, undertaking in these activities is far from e↵ortless and
straightforward, since such endeavour should result in a rich, accurate and complete
portrayal of the system’s conduct.

Therefore, a precious tool is the development of abstract interfaces, in which the
multiple parts of a system are identified and separately specified. As outlined by the
well-known ’divide and conquer’ maneuver, widely used in algorithmics, it is wise to
subdivide the multiple parts of one system (especially complex ones) and provide sim-
pler and more focused details on each part at a time.

Besides, an interface should be clear but rich from the point of view of its complete-
ness (in terms of the behaviour descriptions); two-sided (both from the implementation
side and the final user); written with a formal notation and being able to support au-
tomated or machine-assisted tools. Concerning the later, during the last years, it is
notable to watch the certification of such specifications gaining ground, by means of
proof assistants such as Isabelle or Coq.

1.3 SQL’s compilation in a nutshell

SQL compilation consists in four steps. The first two steps that include parsing and
semantic analysis, translate the query into an algebraic expression. The last two steps
also called the planning phase consist in logical and physical optimisation. The logical
optimisation step exploits algebraic equivalences to perform sound query rewritings.
The physical optimisation is in charge of producing query evaluation plans which are
trees whose nodes are concrete, system-provided, implementations of algebraic opera-
tors. This last step is data dependent and is achieved based on auxiliary data structures
and system maintained statistics.

Let us illustrate the compilation steps on an example. Assume that the following
relations have been created:

create table movie create table role
(mid integer, (mid integer,
title VARCHAR(90) not Null, name VARCHAR(70),
year integer not Null, PRIMARY KEY(mid, name),
PRIMARY KEY(mid)); FOREIGN KEY (mid) REFERENCES movie);

Let us express the following query select name from movie m, role r where

m.mid = r.mid and year > 2000; which has the following relational algebraic seman-
tics:

⇡name(�year>2000(movie ./ role))

At that point, any decent system such as PostgreSQL, Oracle etc. allows us through
the statement explain analyse to see which is the plan chosen for any query. In this
case the PostgreSQL plan proposed is:



QUERY PLAN
------------------------------------
Hash Join

Hash Cond: (r.mid = m.mid)
-> Seq Scan on role r
-> Hash

-> Seq Scan on movie m
Filter: (year > 2000)

Given an algebraic operator, the underlying system provides several di↵erent al-
gorithm implementations for it. For instance to the relational join correspond at least
four such di↵erent algorithms: nested loop join, index nested loop join, sort-merge join
and hash join (which is the one that has been chosen in this example).

Based on the work in [2, 1] our goal is to formally specify, using Coq, the di↵erent
phases of SQL’s compilation chain. In our work we follow a skeptical approach that
consists in verifying in Coq that a physical plan given by a SGBD for a given query
actually fulfills this query. Combined with the verified specification of the algorithms
appearing in these plans (used during query execution) and [2], this work provides the
first fully certified SQL compilation chain.

2 Contributions

Parsing and semantics analysis: a certified parser from SQL to its Coq
representation We first implemented the parsing phase of the select-from-where-

groupby-having fragment of SQL (with nested queries and aggregates). Then exploit-
ing the results in [1] we obtained strong guarantees that the SQL query and its algebraic
counterpart do have the same semantics.
Planning: designing a plan description language While SQL is standardised,
plans issued by relational database systems are very ad-hoc as no standard specifies how
to present them. Therefore, a preliminary task consisted in designing a plan description
language able to host plans provided by systems such as PostgreSQL or Oracle.
Planning: Coq specification of access paths and join algorithms This task
consisted in specifying the di↵erent main stream join algorithms: nested loop, sort-
merge, index-based as well as specifying the so called iterator interface; and proving
the correctness of the algorithms with respect to this specification.
Parsing PostgreSQL and Oracle plans to physical algebra We designed two
parsers from PostgreSQL and Oracle plans to our Coq certified physical algebra.
Planning: formally relating a query plan with its semantics This task consisted
in formally proving, using Coq, that any given physical query plan, issued by the system
under consideration PostgreSQL, Oracle is correct with respect to the initial query.
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Abstract. Telecom operators like Orange su↵er from huge revenue losses
caused by fraud. As reported in (CFCA, 2011), these losses can reach
millions of dollars per year. As a result, counter-measures are developed
to detect fraudulent behavior as well as trying to avoid or minimize these
losses and, if possible, help arresting fraudsters. However, taking in con-
sideration the huge amount of data (Call Detail Records) to be processed
as well as the constant change of fraudsters’ behavior, traditional solu-
tions fail to detect a big chunk of these fraudsters. This is due especially
to the static nature of these solutions (rule-based systems). Therefore,
Big data and Machine learning techniques could represent a feasible and
attractive solution to explore.

Keywords: Telecom Fraud Detection, Bypass Fraud, Anomaly Detection, CDRs, Deep
Learning

1 Motivation

Telecom fraud is a serious problem that a↵ects all telecom operators. These companies
usually are equipped with rule-based (Threshold) systems which have certain business
rules that define abnormal tra�c and then, basically, flag an anomaly whenever these
rules are triggered. Such systems have as advantages being straightforward and easily
adapted. However, since they are based on rules, fraudsters can soon or later bypass
these rules by changing their behavior and consequently not being detected by the anti-
fraud system. Therefore there is a constant search from the side of telecom companies
for more e�cient solutions capable of reducing the impact of such fraudsters.

Here we provide the big lines of the work we conducted as part of a PoC, during
my internship at Orange, a company that is in full Digital transformation. Joining
the OLS/C3S1 entity with expertise in fraud detection, the goal of the PoC in
development can be summarized as follows: Given a set of call detail records (CDRs),
we want to construct a deep learning based unsupervised anomaly detection system.
In simpler words, we want to be able to detect the anomalous activity in patterns of
user’s behavior. Specifically, the system is intended to assist human analysts by flagging
potentially fraudulent activity for later review.

Emphasize will be put towards a certain type of fraud called Bypass Fraud. Also
known as Simbox fraud, it is a type of telecom fraud that aims at hijacking and routing

1OLS/C3S: Orange Labs & Services / Country Support & Shared Services



international calls via VoIP, injecting them back into the destination’s cellular network.
Consequently, these international calls become local calls within the destination net-
work, depriving operators from payments for calls routing and termination.

2 Anomaly detection

Fraud detection using unlabeled data comes under the umbrella of anomaly detection
(Chio, 2015). Also known as outlier or novelty detection. The goal of an anomaly
detection system is to identify those records or instances that are unusual, in the sense
of being considered low probability by an anomaly detection system. Since we are in
an unsupervised learning context, we need not know how these usage patterns di↵er,
only that there is some statistical regularities that can be discovered or modelled by a
machine learning system. More specifically, our goal is to model normal usage patterns,
and not the fraudulent usage patterns.

3 Methodology

Taking as premises the fact that fraudulent behavior is di↵erent and smaller (as fraction
of total users on the network) from legitimate users behavior. If we model the notion
of normality (normal subscriber behavior), fraudulent behavior is then detected by
finding deviations from this model of normality. This has the additional advantage that
the learned network is not being tuned to a specific fraud type. Figure 1 shows the

Fig. 1. General Framework

general framework to follow, where once files are stored at HDFS, the data exploitation
process begins. CDRs are parsed, cleaned (using filters), then representative features
are selected (e.g. aggregated data). Moreover, including additional features derived
from other data sources help to better discriminate between normal and fraudulent
activity. This is the reason why CDRs are often used in conjunction with other data in



order to improve results. Such features are for instance: customer data, demographic
information of subscriber, type of account, current day (holiday, weekend, or special
events), etc. Finally data normalization is conducted. All this should be done in well-
defined pipeline to allow a better modelling of user behavior patterns.

Once our data is well prepared, neural network learning is conducted. There ex-
ist several network architectures (Veen, 2016; Dundar & all., 2015) for unsupervised
anomaly detection methods. After further research, we found out that one deep learning
architecture, seems to suit best the problematic we are dealing with and that is: Auto-

Encoders (AE). Auto encoders are neural nets trained with the goal to reconstruct
their input. This is achieved, through an encoder that creates a dense representation
of the input, followed by a decoder that tries to reconstruct the original input from
the succinct representation. By training an AE, we end up with a model capable of
easily reconstructing what is perceived as a normal behavior, which translates into a
low reconstruction error, however, when we have a high reconstruction error, then we
are facing a potential fraudulent behavior which should be flagged for further analysis.

Additional cleaning is necessary to filter out certain behavior patterns (white-list
of known legitimate users), before passing on the network output to fraud analysts.
The output at the end of the pipeline is a list of ‘most anomalous’ records, including
relevant statistics for each record (e.g. scoring).

Finally, evaluation of the learned network is done by comparing the results of the
network against the rule-based systems at disposal as well as the feedback from fraud
analysts. As for technologies used for implementation, we used Apache Spark for data
processing, DL4J as deep learning framework and Apache Oozie for job scheduling.

4 Discussion

Interestingly, not many telecom companies do use real world machine learning

based anomaly detection systems as their core anti-fraud system, they are more of
a complementary solution beside threshold systems. The reason behind such a choice
has to do with several challenges that machine learning based system do face, namely:

– ML applications in an industry with high Intolerance to errors:
• High rate of false negatives: the system is not working.
• High rate of false positives: weak integrity (unusable system).

– Semantic gap : hard to interpret the results (alerts).
– Possible model-poisoning: it is hard to find clean training data.
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Abstract. Reasoning on a transformation processes requires a frame-
work able to deal with a large amount of heterogeneous data and to
model the uncertainty characterizing the biological processes. In this
project, we propose a method based on Probabilistic Relational Models
(oriented-object Bayesian Network) whose structure is learned from an
ontology.
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1 Motivation

A transformation process can be represented as a sequence of operations (or steps),
receiving di↵erent inputs (such as conducts, mixtures, devices, ...) and designed to
obtain a specific output (or product). To understand a transformation process is to
understand the relationship between its di↵erent aspects: we need a characterization
of the product at multiple scales (i.e. population, cellular and molecular) studied with
di↵erent types of measurement (e.g. physiological, biochemical, genetic).

To organize these data and deal with their heterogeneity, an ontology dedicated
to transformation processes has been designed by members of the LINK team at
AgroParisTech and INRA [1]. This ontology, PO2, gathers and standardizes experts’
knowledge and information coming from di↵erent sources, acquired from di↵erent do-
mains and at di↵erent scales. In this ontology, every step is defined as a class to which a
set of descriptor classes is linked: devices, mixtures and methods are classes whose
parameters are set by an operator; observations are classes whose parameters are
measured during the step. Therefore each transformation process is represented by a
succession of instances of steps and instances of their associated descriptors. Each step
is linked to the one(s) following it according to the chronological order. However, a
stabilization process is a dynamic process characterized by uncertainty, and despite
its e�ciency to structure the information, an ontology does not allow reasoning in face
of uncertainty. A framework able to deal with this unpredictability while o↵ering an
insight of the links between the di↵erent observations is necessary.

The aim of this project is to propose and implement such a framework. We propose
to combine the representative expression of ontologies with the reasoning possibilities
of probabilistic relational models.



2 Our Approach

For a given domain, a Bayesian network (BN) requires a prespecified set of random
variables, whose probabilistic relationships to each other has been fixed in advance.
However it cannot be used in domains where the number of entities can vary, and
cannot model relations between the di↵erent random variables. These limitations are a
direct consequence of its lack of concept of object : while learning its structure or doing
inference, we have to ”flatten” every attribute, thus loosing their original structural
links. For instance, in our case, a device can be defined by its brand and its capacity: if
we learn a BN for it we would learn the probabilistic dependencies between these loosing
the information that they all belong to the same ”device object”. Confronted to this
problem, inductive logic programming can o↵er some good insight (using logical Horn
rules); however it can only draw deterministic conclusions. That is why Probabilistic
Relational Models (PRMs) o↵er a good alternative.

PRMs extend BNs with the concept of class connected in a relational structure. A
class is a fragment of a BN over a set of inner attributes and a set of outer attributes
from other classes referenced by so-called reference slots [2].

To face uncertainty in transformation processes, we propose to map the PRM’s
structure from the PO2 ontology. In this way, every class in the ontology can be mapped
automatically into a class in the PRM. This approach eases, as well, the learning of the
PRM itself because it is learned starting from a given structure [3]. We based our work
on [4], which proposed a way to pass from an ontology to a PRM in the transformation
process domain and we propose an approach to learn a PRM mapped from the PO2

ontology.
As explained before, a transformation process can be modeled by a sequence of

steps with di↵erent parameters. In this article, we assume that the step at time t can
be linked to one or multiple steps at time t-1. We use this dependency between objects
to group every attributes with its associated step at time t, in order to create two classes
for each step: one with every measured attributes (Ot) and one with every attributes
set by the operator (Ct). We discard attributes with a ratio of missing values higher
than a certain threshold, and attributes whose value never changes (for instance, if in
a step the exact same device is used, the observation about its brand is useless). Then
for each step we learn a Bayesian network, using the greedy Hill Climbing algorithm.
This model groups attributes of Ot, attributes of Ct and attributes of Ot-1. In this way,
we can visualize dependencies during time. However, to learn a model that reflects the
logic of the process (for instance an observation in a step at time t cannot have an
influence on a parameter fixed by the operator at time t-1 ), we have to set an order:
attributes from Ct-1 � attributes from Ct � attributes from Ot.

Once these BNs are learned for each step, we gather all of them in a PRM where
each class is linked to the other following the structure given by the ontology. An
example of PRM modeling a possible transformation process is shown in Figure 1.

3 Conclusion

We presented our algorithm for learning a PRM mapped from an existent ontology.
We are now testing the approach on an artificial data set to compare its performance
to an approach that learns PRM directly from data. The long terms objectives are the
discovery of new knowledge in data (such as new links), and the evolution of

both the PRM and the ontology following the integration of new data.



Fig. 1. Organization of two steps in a PRM. Each step is defined by two classes. The
arrows represent the reference slots. For example, Ot-1 has a reference to attributes of
Ct-1, meaning that it has access to its attributes and values. However, Ot has no access
to the attributes of Ot-1, according to the logic of the process.
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Abstract. We investigate the problem of nodes clustering in a graph
representation of a dataset under privacy constraints. Our contribution
is twofold. First we formally define the concept of di↵erential privacy
for graphs and give an application setting where nodes clustering un-
der privacy constraints allows for a secure analysis of the experiment.
Then we propose a theoretically motivated method combining a sanitiz-
ing mechanism (such as Laplace or Gaussian mechanism) with a Min-
imum Spanning Tree (MST)-based clustering algorithm. It provides an
accurate method for nodes clustering in a graph while keeping the sen-
sitive information contained in the edges weights of the graph private.
We provide some theoretical results on the robustness of the Kruskal
minimum spanning tree construction for both of the sanitizing mecha-
nisms. These results exhibit which conditions the graph’s weights should
respect in order to consider that the nodes form well separated clusters.
The method has been experimentally evaluated on simulated data, and
preliminary results show the good behavior of the algorithm while iden-
tifying well separated clusters. An extended experimental evaluation will
be presented at the conference.

Keywords: Graph Clustering , Di↵erential Privacy, Minimum Spanning Tree

1 Motivation/Introduction

Graphs represent a useful representation for many types of data, widely used in e.g.
bioinformatics, network analysis, etc. More broadly, any dataset can be converted into
a graph by using a well-chosen similarity matrix construction. In that respect, graph
clustering [6] appears to be a key tool for understanding the underlying structure of
many data sets by locating nodes groups ruled by a specific similarity.

A primary issue to be tackled while using machine learning techniques on a dataset
is to protect the private characteristics of the individuals belonging to this dataset.
Indeed, previous works have demonstrated that an adversarial use of a machine learning
tool can lead to sensitive information release about the database used to train/construct
such a tool. This might raise serious issues in medical applications for instance [3].

A widely adopted definition of what a ”good” privacy condition should be, called
di↵erential privacy, has been introduced and theoretically studied in [2]. Since this
seminal work [1], several models respecting the di↵erential privacy conditions have



been proposed (e.g. [4]), but most of them do not consider structured types of data
such as graphs. Therefore, how to consider di↵erential privacy on structured data types
remains an open question. Should one keep private the nodes, the edges and/or the
weights of the graph. Those choices are mainly made according to the nature of the
data at hand. This work aims at proposing a principled formal framework for privacy-
perserving in learning from graph-structured data. The overall goal is to pave the way
for applications such as genomics, proteomics, etc. where privacy-preserving is not
an option but a strong requirement. In the sequel, after formalizing what one should
understand by “privacy-preserving” in such a framework, we will provide a simple and
accurate way of studying the structure of the graph by using an MST-based algorithm
for graph clustering under di↵erential privacy constraint.

2 Preliminary results

Let us consider the following scenario : an analyser is studying a set of genes (g
i

)
i2[n],

and she wants to observe the map of those genes interactions on a given population
P = (x

i

)
i2[m]. The gene expression is described as follows: let x be an individual from

P then if x has the gene g

i

, gx
i

= 1 otherwise g

x

i

= 0 (P can as well represents a family
of vectors from {0, 1}n). For the purpose of this setting, we consider m >> n.

According to a population P , a gene-gene interaction graph can be built such as:
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where I is a real parameter that allows the analyser to scale the weights.
With such a setting, the sensitive information about an individual is its genes

characteristics, i.e. the binary vector representing the individual. To construct a map
while respecting di↵erential privacy on the genes characteristics of our individuals,
one needs to ensure di↵erential privacy on the graph weights (i.e on w(e), 8e 2 E).
The definition of di↵erential privacy [1] mostly relies on a parameter ✏, denoted privacy
degree, that expresses the degree at which one wants to protect the sensitive information
in the dataset. Ensuring privacy comes at the price of loosing in accuracy, hence a
tradeo↵ to achieve [2]. Therefore the privacy degree will intervene in the result we
present in the following of this work.

The graph weights privacy has been defined recently in [7]. Inspired by this work
we prove that if one construct K sets of edges (E1, ..., EK

) such that:

i, j 2 [K], i < j =) 8e 2 E

i

, e

0 2 E

j

, w(e) < w(e0) (1)

Then Eq. (1) hold after adding an i.i.d Laplace noise (similar result for Gaussian noise
can be obtained ) on the graph’s weights with probability greater than 1� exp(✏t)( 12 +
t✏

4 )(K � 1). With t = min
i2[K�1]

{ min
e2Ei,e

02Ei+1

{w(e0)� w(e)}}, w representing the weights

before the noise’s addition and ✏ the privacy degree. Thus one can find conditions on
the graph such that Kruskal algorithm for building the MST is robust to a sanitizing
mechanism (Laplace or Gaussian [2, Chapter 3]).

The MST is known to help recognizing clusters with arbitrary shapes in MST-based
clustering algorithms and thus can be used for wider applications than community



detection. It is based on the idea that the structure of a dataset is well represented by
its MST. Xu et al. claimed [8] that given a reasonable definition of a cluster,“if one
takes two points c1, c2 of a cluster C, then all data points in the tree path connecting

c1 and c2 in the MST must be in C”. Due to space limitation, we could not develop
this in this abstract but we have rigorously proved this statement, and employed it
as a motivation for the use of an MST-based algorithm. Zhou et al. introduced a
MST-based graph clustering called MSDR [9] that we enhanced to maintain good
performances while ensuring privacy, based on the conditions we found on the Laplace
and Gaussian Mechanisms. The preliminary results obtained on the simulated datasets
are encouraging and we are looking for good ways of optimizing its parameters.

Future Directions

The continuation of this work will be dedicated to several issues: First, our setting
could lead, in certain circumstances to another type of privacy issue: edge privacy, this
kind of privacy breach is important as well and could be tackled by using some kind
of ”Threshold-release” [2, Chapter 3] techniques on the graph’s edges, for example.

One can also remark that the mechanism we use to ensure di↵erential privacy is
e�cient and widely used, but they may not be really optimal for our setting, therefore
we have to look for techniques that will ensure privacy with a mechanism that, by
being more specific to our problem, might help us keeping a better accuracy. We will
for example consider graph sketching and its incidence on privacy preservation [5] .
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Abstract. Fluorescence microscopy, through 30 years of research and 2 
Nobel prizes, has changed life sciences by allowing us to observe biological 
processes in vivo. The large compilation of fluorescence based techniques 
across several conditions, and their study via the latest techniques of image 
processing, machine learning and data science, will in turn lead us to new 
insights into complex biological systems. In particular in neuroscience, the 
’Brainbow’	  revolution	  in	  labelling	  allow	  for	  the	  mapping	  of	  neuronal	  circuits	  
and the tracking of neural cell fate and lineages. In this work, we seek to 
advance toward this goal through the development of detection and 
annotation machine learning pipelines for large scale fluorescence 
microscopy images. 

Keywords: Bioimage informatics; Neurobiological data; Fluorescence Microscopy; Deep 
Learning 

1 Introduction 

How is the complex neural tissue built from neural progenitors? How do neural progenitors 
share the genesis of neuronal and glial cells? How is their clonal descent organized in 
mature neural tissue? These questions are fundamental in neurobiological researches in 
order	   to	  understand	  a	  brain’s	   function,	  neural	   structure	  and	  development. To be able to 
solve those problems, we need large scale images over cubic millimeter-volumes of cortex 
tissues with sub-cellular resolution at different stages of development. The Laboratory for 
Optics and Biosciences (LOB) and the Institut de la Vision (IDV) are collaborating in order 
to make it possible. Within the LOB, an innovative large volume quantitative imaging based 
on blockface multiphoton multicolor fluorescence microscopy has recently been developed 
(article in preparation, see Fig. 1). This new development allows multiple channels, 3D 
imaging over cubic millimeter-volumes of biological tissues with cubic micrometer-
resolution. Combined with novel methods for multicolor fluorescence tagging brainbow 
developed at IDV, these imaging approaches open very novel possibilities for large scale 
quantitative studies of brain connectivity and development. 

These images routinely weight several hundreds of Giga bites in up to five dimensions 
(3D plus time and colors) and data analysis is the limiting step to truly take advantage of 
those datasets for neurobiological projects [1]. With this goal in mind, it will be necessary 



to develop specialized methods and software for data management, processing and 
analysis. The aim of my Master Thesis is to develop a framework for detection and 
annotation in these large scale fluorescence microscopy images, of two different types of 
essential neural cells: the astrocytes and the neurons. 

 

Randomly labelled astrocytes imaged by the large-volume multicolor multi-photon 
microscope developed at LOB in 2015- 2017. Left: 3D rendering of a 1.2 × 2.4 × 2 mm3 volume 
imaged	   with	   0.4	   ×	   0.4	   ×	   1.5	   μm3 sampling; Right: detail of one plane illustrating the 
subcellular resolution. Each colored group is a clone of astrocytes originating from the same 
progenitor cell. Confidential unpublished data from L Abdeladim PhD work, collab LOB/IDV; 
see also [3,4]. 

2 Methods and Results 

Due to their complexity and the fact that they are large scales images, it is not possible to 
annotate manually datasets, as biologist used to do. In this context, we need to develop an 
automatic method to annotated datasets. The aim is to automatically annotate and detect 
our structures of interest (astrocytes and neurons) in a whole large scale microscopy image. 

First we develop a process in order to do classification on single tile of well-defined size. 
We used as training set a manually annotated dataset composed equally of Neurons and 
Astrocytes. After having extract specifics volumes containing the annotated structure of 
interest from the whole microscopy raw image, we convert them from RGB to Grayscale 
space. The initial process developed for classification is based on WND-Charm Method [2]. 
Specifically, 2919 features were extracted for each specific volume and Principal 
Component Analysis was chosen to reduce the dimensionality. We applied Random Forest 
as classification method. Parallelization across tiles is used to speed computation. 

The model we developed is relatively efficient, and is able to classify with a sensitivity 
of 95.8 

We are currently trying to use this classifier to a whole image for detection. A possible 
process will involve sliding a window across the volume to perform point-wise detection. 



3 Discussion/Conclusion 

The developed process proved his ability to classify astrocytes and neurons. However the 
classifier has not yet been tested for automatic annotation and detection in a whole unseen 
image, we are not able to prove is efficacy in the generic case yet. Expected issues include 
the size of the whole dataset, which may lead us to develop a more multi-scale approach, 
the instrumental artifacts and biases which need to be modeled or learnt, and the 
complexity of the whole tissue. Further work include adapting Deep Learning algorithms 
for segmentation and detection and test them, as they are the current state of the art and 
should be easier to use and more versatile. 
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Abstract. Deduplication problem is an interesting real life problem be-
cause there are situations when companies need to find duplicates of data
in order to reduce the burden of their analytical processing. Given the
increasing amount of data available to companies and the potential of
the internet of things as an explosion on the quantity and diversity of
data solutions such as streaming are interesting to explore.
In this work I present a benchmark to compare the deduplication algo-
rithm using Streaming libraries for Spark and Flink. Publisher subscriber
system Kafka is used as a tool to feed streaming data to both deduplica-
tion engines. The measurements obtained between the frameworks will
also be compared with their batch versions and the results will be ana-
lyzed.
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1 Motivation

Deduplication problem is an interesting real life problem because there are situations
when companies need to find duplicates of data in order to reduce the burden of their
analytical processing.

A batch version of this algorithm has alredy been developed in python. This ver-
sion uses data stored in HIVE tables that has been preprocessed to clean it. This
algorithm uses a set of rules to decide if two rows are duplicated or not. Some of this
algorithms are Jaccard similarity measure, Jaro-Winkler similarity masure or Ham-
ming distance. These algorithms are applied to certain row fields chosen by the user.
Each pair ¡comparison-algorithm¿ has a weight and emits a score. If the sum of all the
scores for two rows surpasses a certain threshold also user defined the records will be
considered as duplicated.

The objective of this algorithm is to compare the records of two datasets of sizes
m and n to find matches. The total number of comparisons thus would be M x N. To
increase the performance of this algorithm a block concept was introduced. Each row
was assigned to a specific block. Each block is defined manually by the final user in a
configuration file as a substring of a column. For example if we have a client’s table
with a column name a block of name (0,2) and three records ”Deborah” , ”Matthew”
and ”Mark”. Deborah would be assigned to block ’DE’ and ”Matthew” and ”Mark”
would be assigned to block ’MA’.



In order to explore a more scalable solution and prepare for future challenges of the
internet of things a streaming solution of the deduplication algorithm will be coded.
Aditionally to explore more ideas Kafka a publisher-subscriber system will be used to
feed the data of the algorithms.

The motivation of this paper is to measure performance of the deduplication al-
gorithm using different frameworks and languages. We expect to discover substantial
differences in performance times that allow to choose one solution over the others and
analywe the main causes of this differences.

2 Benchmark construction

One of the first steps of this process was to translate the python version of the dedu-
plication algorithm to a java batch version. The choice of language was made because
of the maintability aadvantages and the wide experience in the industry.

Once a batch version of this qlgorithm is codeed in JAVA dnd tested an streaming
version will be created. At the moment of this paper only a functional version for spark
streaming is developed. Batch processing can be seen as a special case of streaming
processing when all the data is sent in the same window. To adapt the existing batch
algorithm to the streaming the structure of the different blocks is kept in memory
. For the excercise of benchmarking it was not necessary to define a time window
to eliminate old records. However to avoid degradation of performance in a real life
streaming scenario a search server such as solr could be added to the solution to store
and query the duplicates.

3 Benchmark testing

Once this algorithm is implemented for Spark and Flink time measurements will be
made with datasets of 100, 1000, 10000 and 1,000,000 rows to see the progression in
execution time.

Also for an incoming row they all have to be preprocessed to assign them to their
corresponding blocks and matched against the blocks kept in memory.

The experiments will be carried out on a six node cluster with 64 cores and 128GB
RAM per node. Kafka version 2.12 was used. In kafka each engine will have an assigned
topic ”spark” and ”flink”. Three different brokers will be defined and deployed in a
single machine and two topics ”spark” and ”flink” will be created created. The dataset
to feed the algorithm is a file with 1.000.000 of real client data and will be ingested
into Kafka using a console producer. The dedupliation engines will hqve windows of 1
second.

Spark and Flink engines will consume the data from three Kafka brokers and the
specific topic assigned to each one of them. After finding the duplicates the engines
will persist them directly in Hive in as they are produced.

The choice of the performance measurement tools and methodologies has to be
made carefully to give a comparable measure of the different solutions

4 Main contribution

My main contribution is going to be to recode the deduplication algorithm in JAVA
for Spark and Flink Frameworks. Using batch and streaming libraries. Aditionnally



the implementation with Kafka and the connection to Spark and Flink to Stream the
data ito the engines. Once the development is finished I will measure the execution
of times with the same dataset of about 1.000.000 records and I will produce charts
to compare these frameworks. I will create charts comparing and execution times, in
particular ram memory usage and network consumption.

5 Conclusion

Because of time the results are not conclusive. The deduplication algorithm in Spark has
already been coded. The connection between Kafka Spark and Hive has been created
and the flow. The deduplication algorithm in Flink is still under development.
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Abstract. With the rise of mobile sensors as low-cost and light devices.
Air Monitoring community is utilizing them to shift to new monitoring
paradigms. Opportunistic Air Monitoring is gaining mainstream facing
new challenges in time series analysis domain. The nomadic nature of
sensors requires new data mining techniques in order to exploit the time
series on multiple dimensions and di↵erent granularity. In this Paper we
focus on tackling these raised problems by studying potential solutions.
Our proposals will be implemented, evaluated, and applied to a real
scenario of opportunistic air quality monitoring.
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1 Context and Motivation

Upon the recent development of advanced computing and communication technologies,
the world is witnessing the rise of the so-called Internet of Things (IoT). IoT envisions a
world where everything is connected - from humans and computing devices to animals,
vehicles, and even the smallest appliances. Sensors and actuators are fetched on things
enabling them to sense, generate data, communicate, act, and to share information.
This is leading to the generation of massive amount of data, now regarded as Big Data
or Big Sensing Data in the IoT context. With great embedded potential in this data,
both industry and academia are rushing to develop techniques and technologies that
not only can handle this large amount of data but can also exploit them in order to
mine new knowledge and insights.
Time Series mining or analysis techniques, considered as a specific field in Data Mining,
are being used to act on and exploit sensors data. A Time Series is a sequence of
time stamped events. It can model sensors data streams where simple or combined
observations (temperature, humidity, location, etc.) are being continuously fed along
with their timestamp to specialized servers. The aforementioned techniques act on
these time series and perform conventional and extended data mining and analysis
operations, such as - but not limited to - classification, early classification, clustering,
and forecasting.
One application of IoT is monitoring air pollution. Several research initiatives have
used fixed air pollution sensors to monitor air quality [5]. However fixed sensors have



been facing shortcomings in modeling air quality because of the high spatiotemporal
variability nature of air pollutants. That is why the community is shifting toward new
monitoring paradigms which utilize mobile sensors. These new paradigms are enabled
with the rise of low-cost and lightweight air pollution sensors. Participatory air quality
monitoring is one paradigm where structured monitoring campaigns are being held [1].
Sensors are fetched on pedestrians, cyclists, or on vehicles and specific routes and areas
are targeted for monitoring. Another paradigm is opportunistic air quality monitoring.
Unlike the previous one, this paradigm doesnt target specific routes or areas; it takes
advantage of existing mobile infrastructure or people common daily routines to perform
monitoring [4]. These new paradigms have opened the door for new possibilities and
challenges.
Opportunistic air quality monitoring has several advantages compared to conventional
monitoring techniques. First, it has a lot wider spatiotemporal coverage. Second, it
enables insights with high resolutions with a granularity reaching to street level. Third,
it promotes personalization where each individual will be able to gain insights related
to his exposure to pollutants rather than aggregated ones. Fourth, it measures indoor
and outdoor environments (Home, Work, Transportation, Streets, Parks, etc.). This
combination of benefits enables air pollution profiling. Extracting and mining this
type of profiles represents the motivation for our work as it induces some challenges in
the context of mobile sensors.

2 Objectives and Challenges

The nomadic nature of sensors, and their combination (the campaign uses a multi-
sensor device) lead to revisiting the traditional methods of data mining and knowledge
extraction. Indeed, these sensors produce a multivariate time series where one variable
is the geographical position of the device (we call it space multivariate time series).
The spatial dimension is essential in mobile sensing, and raises new challenges. The
data should be analyzed in multiple dimensionality and granularity, including the spa-
tial dimension and its various scales. Extracted spatial data needs to be aggregated on
multiple levels ranging from micro-environment to macro-environment scale (Metro,
Subway, Street). Temporal data also must be analyzed to reveal seasonable patterns
and trends for specific individual classes or places. However, the best way to process
such type of data is by using comprehensive models like multidimensional databases
or knowledge bases. Here comes one of the challenges on how to transit from raw and
heterogeneous time series data into such a type of models.
Moreover going further in exploiting the personalization aspect of opportunistic mobile
sensing enables individuals to relate air pollution to themselves [3], and to act upon
gained insights. For example an individual may change his daily routes, his transporta-
tion means, even his activities or diet in sake of lesser exposure and lesser health e↵ects.
Nonetheless, this requires building individual profiles, comparing them, and correlating
these profiles with other data like personal health and activities. This correlation opens
the way for highlighting potential relations of causality. .

3 Methodology

To achieve the aforementioned, data mining techniques should be utilized at di↵erent
stages. This can be enumerated as following:



– Data Uncertainty: Ranging from the calibration phase of sensors to the adjustment
of asynchronous data as well as spatial data fusion.

– Data Enrichment: To cope with multidimensional and granular analysis require-
ment, methods to transit from raw time series into more rich and abstract data
should be researched and developed. For example, using Intelligent Data Analysis
(IDAI) approaches - which fill the gap between data generation and data compre-
hension are possible candidates [2].

– Data Correlation: The enriched data opens the way to the discovery of hidden
correlations of synchronous or asynchronous phenomena, and to the discovery of
potential causality. Functional Data Analysis (FDA) is a possible candidate ap-
proach.

4 Conclusion

In this master internship, we aim at developing data mining methods adapted to types
of databases including geodated series with associated context on the one hand, and
to study potential solutions while detailing di↵erent types of analysis in di↵erent di-
mensions one the other hand. Our proposals will be implemented and evaluated in a
perspective of large-scale collection of spatial multivariate time series, and applied to
a real scenario of opportunistic air quality monitoring.
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Abstract  :  
  

In the case of fungal infections in humans, access to iron resources is a critical                                            
element for the relationship between host and pathogens. Candida pathogenic yeasts have                                   
developed, during their evolution, original strategies for capturing the host's iron and                                   
adapting their metabolism to living conditions in low iron environments. This project aims at                                         
in silico modeling of iron metabolism from "multi-omics" experimental data (genomics,                                
transcriptomics, proteomics). Different Candida species will be studied in order to identify                                   
their  specificity  of  action,  with  regard  to  their  modes  of  infection s.  
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1-  Motivation/Introduction  
Candida yeast species are responsible for human fungal infections named                             

candidiasis. These infections include cutaneous lesions on different body locations, such as                                   
the internal face of the cheeks and the tongue (oral candidiasis), the body folds (cutaneous                                            
candidiasis) or the vulvo-vaginal region (genital candidiasis). If candidiasis is usually                                
punctual over time, it can become invasive, mainly in people with severe immunity deficitis                                         
[1]. Finally, the use of invasive medical techniques such as the implantation of catheters, is                                            
directly related to serious fungal infections hospital [1]. During infections, pathogenic yeasts                                   
must adapt their metabolism to very different environments. The case of metals such as iron,                                            
is a perfect illustration [2]. As a commensal organism in the intestinal flora, Candida albicans                                            
is adapted to an environment where iron is available, whereas in the case of infection, the                                               
same yeast species can survive in blood circulation and epithelial tissues, where iron                                      
resources are extremely limited [3]. Access to iron resources is thus a critical element in the                                               
relationship between host and pathogens [4]. Iron is essential for multiple cellular processes,                                      
and hence an effective defence mechanism of host against pathogenic microorganisms is to                                      
limit iron access to pathogens [4]. To survive, pathogens have developed original strategies                                      
to 1) capture the iron host (using siderophores for example), and 2) adapt their metabolism                                            
to  life  conditions  with  very  low  iron  concentrations  [3].  

  
Over the past two decades, the use of high-throughput (or "omics") experimental                                   

techniques has led to a better understanding of the metabolism and iron homeostasis in                                         
microorganisms. Initially restricted to the model yeast Saccharomyces cerevisiae (for                             
instance [5]), more recent studies were performed in Candida species: Candida albicans (for                                      
instance [3]) and Candida glabrata (for instance [6]). To date, more than twenty scientific                                         



publications present high-throughput experimental data related to the use of iron by                                   
pathogenic yeasts. The diversity of the experimental strategies used in our works (genomics,                                      
transcriptomics, proteomics or metabolomics) represent a great opportunity to explore the                                
cellular  processes  at  different  levels  of  observations  

2- Selection of a list of genes of interest that are good candidate to be                                            
involved  in  iron  metabolism  in  C.  glabrata.  
Two  strategies  have  been  put  in  place:  

- Strategy 1: Study the genes of C. glabrata that have an orthologous for genes known                                            
for their involvement in iron metabolism in yeast models (C. albicans and S.                                      
cerevisiae )  �  Approach  with  a  priori  

- Strategy 2: Cross-checking lists of genes between different multiomics experiments                             
to  achieve  to  a  list  of  genes  of  interest  verified  manually  

- Inference  of  a  network  to  lead  to  a  descriptive  modeling  of  iron  metabolism  

3- Inference of a network to lead to a descriptive modeling of iron                                      
metabolism  in  C.  glabrata  
Two  approaches  of  network  inferences  were  performed:  

- An inference based on bibliographic data: the links between the genes selected in                                      
strategy 1 are studied in the literature (for instance [5]) and allowed us to describe a                                               
first  network  

- An inference of co-expression graph: the genes selected in strategy 2 are grouped                                      
and linked according of their co-expression between the different experiments                             
studied.  A  study  of  these  links  then  carried  out.  

4-  Discussion/Conclusion  
A first descriptive model of iron metabolism was performed in C. glabrata . It was                                         

carried out using an a priori approach using the Yeast models (strategy 1). This model will                                               
be further described using the strategy 2 approach with only C. glabrata data. Finally, to                                            
realize  the  final  model,  we  will  realize  a  causal  inference  between  the  genes.  
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Abstract. Independent Component Analysis (ICA) is a technique for
unsupervised data exploration widely used in neuroscience. Linear ICA
aims at discovering statistically independent sources from multivariate
observations. It is a probabilistic generative model for which inference
is classically done by maximum likelihood estimation, which leads to a
smooth non-convex optimization problem. The gradient is available in
closed form so first order gradient methods are often employed despite
a slow convergence such as in the Infomax algorithm. While the Hessian
is known analytically, the cost of its computation and inversion makes
Newton method unpractical for a large number of sources. We show how
sparse and positive approximations of the true Hessian can be used to
precondition the L-BFGS algorithm. Results on EEG data demonstrate
that the proposed technique leads to convergence that can be orders of
magnitude faster than algorithms commonly used today.
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1 Motivation/Introduction

Independent Component Analysis (ICA) is a multivariate data exploration tool mas-
sively used in neuroscience [1]. The underlying assumption of linear ICA is that the
data are a linear mixture of latent components which are statistically independent.
In neuroscience, ICA is typically used to find artifacts in signals [2], and can be a
bottleneck for many processing pipelines.

Maximum likelihood estimation is one of the main ways of addressing the ICA
problem [3]. The Hessian of the likelihood function has been thoroughly studied and
some good and low cost approximation of it has been derived [4]. This approximation
has been used for quasi-Newton methods [5]. This method has a quadratic convergence
on simulated signals for which the independence assumption holds. However, on real
data, the assumption is essentially false and the convergence rate falls back to linear.
We address this issue by building on the classical optimization algorithm L-BFGS.

2 A new algorithm for maximum likelihood ICA

Given a set of N signals x1, . . . , xN with T samples each, that we can note as X =
[x1, .., xN ]> 2 RN⇥T , linear ICA aims at finding an unmixing matrix W 2 RN⇥N such



that WX = Y = [y1, .., yN ]> contains mutually independent signals. Independence
is meant in the statistical sense: the joint probability density function of [y1, .., yN ],
pY , is equal to the product of the marginal densities of the yi’s, pi: pY (y1, .., yN ) =QN

i=1 pi(yi). The inference can be done by maximum likelihood in the following way [3].
We postulate thatWX = Y has independent rows. Under this model, for each sample t,
Y (t) has a factorized density. The density of the corresponding data sample is computed
by a linear change of variables, giving pX(X(t)) = |det(W )|QN

i=1 pi((yi(t)). Finally, we
obtain the negative averaged log-likelihood of the data:

L(W ) = � log|det(W )|� Ê

"
NX

i=1

log(pi(yi))

#
. (1)

Ê denotes the time average. We want to minimize L. We can derive the relative
gradient G and Hessian H of L when expanding the quantity L((I+E)W ) at the second
order in E : L((I+E)W ) = L(W )+ hG|Ei+ 1

2 hE|H|Ei+O(||E||3). G is a N ⇥N matrix,
H is a N ⇥N ⇥N ⇥N tensor, and we find:

Gij = Ê[ i(yi)yj ]� �ij , (2)

Hijkl = �il�jk + �ikÊ[ 0
i(yi)yjyl] . (3)

where  i is the ith score function :  i(·) = � log(pi(·))0. We want to focus on the
optimization procedure and not on the density/ score estimation, so we will take a
fixed score  i(·) = tanh(·/2), as in the standard ICA algorithm Infomax [6].

The Hessian is sparse but still has about N3 non-zeros coe�cients, making out of
the box Newton method not practical. The Hessian expression simplifies if we assume
that the signals yi are independent. In that case, Ê[ 0

i(yi)yjyl] = �jlÊ[ 0
i(yi)]Ê[y2

j ].
Thus, we can define a Hessian approximations:

H̃ijkl = �il�jk + �ik�jlÊ[ 0
i(yi)]Ê[y2

j ] . (4)

It has a block diagonal structure, with blocks of size 2 ⇥ 2: for a given pair (i, j),
H̃ijkl 6= 0 only when (k, l) = (i, j) or (k, l) = (j, i). It means that it is simple to
invert, and order of magnitude faster to compute than H because it has fewer non-zero
coe�cients.

However, it equals H only when the signals are truly independent, which never
happens in practice. This is why an elementary quasi-Newton method that goes in the
direction �H̃�1G at each step will only have a linear rate on real data.

To obtain fast converge while taking into account the valuable information car-
ried by those approximations, we introduce a preconditioned L-BFGS algorithm. The
standard L-BFGS algorithm [7] builds an approximation of the true Hessian of the
objective function by using only the past function and gradient calls. In the standard
implementation the initial guess for the Hessian, for lack of a better solution, is taken
as a multiple of identity. Our method simply uses the Hessian approximations as a first
guess for the Hessian; the rest of the algorithm is the same.

3 Results

On 13 EEG datasets, we have run 3 algorithms: The elementary quasi-newton method,
which constitutes the state of the art for maximum likelihood ICA in neuroscience, the
preconditioned L-BFGS algorithm and Infomax.



For each of the 13 experiments, we store the gradient norm as a function of time
and iterations. In the figure, we display the median of these curves.

We can see that the preconditioned L-BFGS algorithm converges much faster.

4 Discussion/Conclusion

In this work, a Hessian approximation of the objective function of maximum likelihood
based ICA has been considered to accelerate estimation algorithms. This approximation
can be too rough on real data, so we introduce a preconditioned L-BFGS method.
Through analysis of EEG data, we have shown that this method outperforms the
elementary quasi-Newton method which relies only on the Hessian approximation.
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Abstract. Several Maximum Likelihood based approach for aircraft dy-
namics identification are presented and compared. The motivation is the
need of accurate dynamic models for minimizing aircraft fuel consump-
tion using optimal control techniques. Feature selection through the Bo-

lasso is used to build the structure of the performance models. Real flight
data from 25 di↵erent aircraft are used to validate our strategy.
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1 Introduction

Aircraft dynamics identification has been a longstanding problem in aircraft engineer-
ing, and is essential today for the optimization of flight trajectories in aircraft oper-
ations. This motivates the search for accurate dynamical systems identification tech-
niques, the main topic of this study. The application we are most interested in here is
aircraft fuel consumption reduction. It is known that this is a major goal for airlines
nowadays, mainly for economic reasons, but also because it implies less CO2 emissions.
We limit our study to civil flights, and more specifically to the climb phase, where we
expect to have more room for improvement. The techniques presented hereafter are
suited for data extracted from the Quick Access Recorder (QAR). They contain mul-
tiple variables such as the pressure altitude and the true airspeed, with a sample rate
of one second.

According to the literature [3], two widely used approaches for aircraft dynamics
estimation are the Output-Error Method and Filter-Error Method, based on the main
ideas of measurement error minimization and state dynamics re-estimation. Recent
advances include using neural networks for the state estimation part [5]. On the other
hand, renewed interest for the older Equation-Error Method has also been observed
[4]. We propose in this paper variations of the latter. Adopting a statistical learning
point of view, we state several regression formulations of our problem and solve them
using Maximum Likelihood based techniques. We illustrate our methods with numerical
results based on real data from 10 471 flights.

2 Methods

The main flight mechanics model used in this study is the following:
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>>>>>>>:

ḣ = V sin �,

V̇ =
T cos↵�D �mg sin �

m
,

�̇ =
T sin↵+ L�mg cos �

mV
,

ṁ = �CspT,

(1)

(2)

(3)

(4)

In system (1)-(4), the elements T , D, L and Csp are unknown and assumed to be
functions of the state variables x = (h, V, �,m)> and control variables u = (↵, N1)

>.
Now, given an aircraft for which a su�cient amount of flight data is available, we aim
to identify these four functions with the highest precision possible.

For practical reasons, only parametric inference methods are considered here, which
means that parametric models for the functions T,D,L and Csp are needed. Based on
flight mechanics knowledge, sets of possible features were determined for each of these
functions. Assuming linear models for all of them, feature selections are performed us-
ing the Bolasso algorithm proposed in [1]. The robustness of this approach was assessed
in some sense.

With the obtained models, a set of regression problems is derived from system (1)-
(4). We see that equation (1) does not contain any unknown element to be estimated,
which means it is not useful here. After leaving only the functions to be estimated in
the r.h.s of the equations, we obtain
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>:

Y1 = X1 · ✓1 + "1,

Y2 = X2 · ✓2 + "2,

Y3 = (XT · ✓T )(Xcsp · ✓csp) + "3,

(5)

(6)

(7)

where

Y1 = mV̇ +mg sin �, Y2 = mV �̇ +mg cos �, Y3 = C, (8)

and

X1 =


XT cos↵
�XD

�
, X2 =


XT sin↵

XL

�
, ✓1 =


✓T

✓D

�
, ✓2 =


✓T

✓L

�
. (9)

The vectors XT , XD, XL, Xcsp denote the feature vectors for T,D,L,Csp, while ✓T ,✓D,
✓L, ✓csp are the parameter vectors to be estimated and "1, "2, "3 are random variables
accounting for the model and data noise.

While T = XT · ✓T appears in (5)-(7), note that D = XD · ✓D, L = XL · ✓L

and Csp = Xcsp · ✓csp take part in a single equation each. Equation (7) is clearly the
problematic one, because of the presence of a product between the unknowns Csp and
T . This means that we do not have linearity on the parameters, but also that this
regression cannot be solved to determine both elements separately: only the product
of them is identifiable here. These obstacles led us to tackle the regression problems
together, in a multi-task framework [2]:

Y = f(X,✓) + ", (10)



where

Y = [Y1, Y2, Y3]
>, " = ["1, "2, "3]

> 2 R3, (11)

X = [XT , Xcsp, XL, XD]> 2 Rm, ✓ = [✓T ,✓csp,✓L,✓D]> 2 Rp. (12)

The main idea here is that multi-task learning allows us to share the same thrust
function T between all tasks. By doing so, we expect that some information gathered
while learning tasks (5) and (6) will be transferred to task (7) during the process. This
should help to reduce the non-identifiability issue.

Three algorithms were used in this study to solve problem (10). They are all based
on the Maximum Likelihood estimator, with di↵erent assumptions and di↵erent imple-
mentation choices.

3 Results

The feature selection algorithm has been used to build models of the aerodynamic
forces D,L of several aircraft of the same type (B737). We expect these planes to have
similar aerodynamic behaviors, which should translate into similar model structures.
Comparing the selection supports confirms the robustness of the Bolasso algorithm for
our application: we obtain similar selected features for all aircraft. Real data recorded
from 10 471 flights from 25 di↵erent aircraft were used to get the results of this study,
which corresponds to approximately 8 261 619 observations.

Concerning the parameters estimation part, the di↵erent approaches proposed were
compared to each other. As a reference case, we used a most straightforward strategy
consisting on assuming an o↵-the-shelf model for Csp and identifying the three other
functions using single-task linear least-squares. Taking into account the future use of
the estimated models, an optimal control based criterion was designed for the assess-
ment of these estimators. The results indicate that all of them approximate with good
accuracy the dynamics of a given aircraft using its historic QAR data. The comparison
between the four methods showed that the use of a multi-task scheme in three of them
led to better accuracy and, in addition, allowed to estimate all unknown functions of
the problem: T, L,D and Csp. The next step will be to use the identified models for
trajectory optimization.
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Abstract. RDF is the format of choice for representing Semantic Web
data. RDF graphs may be large and their structure is heterogeneous and
complex, making them very hard to explore and understand. To help
users discover valuable insights from RDF graph, we present a method
which automatically recommends and evaluates aggregation queries over
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as some preliminary results. We also propose to demonstrate our tool to
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1 Introduction

RDF (the Resource Description Format) describes interconnected resources by specify-
ing the values of their properties. Resources and properties must be Uniform Resource
Identifiers (URIs, in short), whereas property values must be either URIs or values
such as strings, numbers, dates etc. An RDF dataset is a set of triples, typically de-
noted (s, p, o), where s denotes the resource described, p is the property, and o is the
object, i.e. the value of the property p of resource s. The special property denoted
rdf :type allows to describe the classes to which a resource belongs. For instance, the
triple (uri1, rdf :type, uriPerson

) states that uri1 has the type uri

Person

. Importantly,
in RDF, a resource may have one or several types, or it may have no type at all.
For instance, an RDF graph of bibliographic information may comprise triples such as
(a1, rdf :type, uriAuthor

), (a1, authorName, n1), (a1, institution, i1), (a1, institution, i2),
(a1, email, e1) where a1, i1 and i2 are the URIs of the authors and institutions, while
n1, e1 are strings (author’s name and e-mail). An ontology is sometimes available to
characterize the semantics of an RDF graph; we do not consider ontologies here, and
focus just on RDF data graphs.
Goal: identifying interesting aggregates RDF graphs may be very large and their
structure complex and heterogeneous. In our bibliographic example, authors may lack
an e-mail, have one, or have several; some may also have a fundedBy property etc. This
leads to a lack of pre-defined schema, and makes it complicated for users to find out
the interesting information hidden in an RDF graph. We propose acquainting the user
with an RDF graph G by presenting her interesting aggregate queries evaluated over G,
and whose results are automatically laid out in the form of a two-dimensional diagram
or bar chart (as exemplified in Figure 1). For instance, sample aggregate queries based
on the RDF graph representing the DBLP bibliographic dataset are:



↵0 “For each year, the total number of distinct authors having published a con-
ference paper that year”

↵1 “For each year, the average number of authors of the conference papers pub-
lished that year”

We consider ↵0 or ↵1 interesting if there is some strong trend or interesting spike
in the average number of authors along the time axis. The problem we consider can be
stated as: given an RDF graph G and an integer k, find the k most interesting aggregate
queries over G. We discuss these notions in Section 2.

Our work shares the goal of finding interesting aggregates, with the SeeDB sys-
tem [4] which, however, was designed for a single fact table T , in which the dimensions
(group-by attributes a1, a2, . . . , ak

) and measure m are known, and the goal is to find
a subset S ✓ T and a dimension a

i

, such that the distribution of the aggregate mea-
sure across dimension a

i

strongly di↵ers from the distribution of the same aggregate
measure along a

i

, for T \ S. In contrast, our input is a heterogeneous labeled RDF
graph in which no facts, dimensions, and measures are known. Thus, most of our e↵ort
so far have been invested in identifying suitable candidates for these roles as well as
aggregation functions, so as to lead to interesting aggregates.

2 Methodology

Given an RDF graph G, our approach is as follows.
An RDF aggregate query q = hf, d,m,�i consists of (i) a set of facts, or resources
over which the aggregate is computed (in ↵0 and ↵1, the conference papers); (ii) a
dimension (in ↵0 and ↵1, the year). Note that due to the heterogeneity of RDF, some
facts may lack the dimension (for instance, a paper may lack its publication year);
in this case, that fact does not contribute to the aggregate query. Also due to RDF
heterogeneity, some facts may have several values along the dimension, e.g., if the
dimension is author a�liation and authors have multiple a�liations; (iii) a measure
(the authors in ↵0 and the number of authors in ↵1; the latter is not present in the RDF
graph, but we derive such properties); (iv) an aggregation function (count(distinct(·))
in ↵0 and average in ↵1). The aggregation functions we consider are ⌦ = {count, avg,
sum, min, max}, possibly combined with a distinct. Again due to RDF heterogeneity, a
fact may lack a measure, e.g., the authors may be unspecified for a paper. In such cases:
if the aggregation function is count, the fact contributes with a count of 0; otherwise,
that fact does not contribute to the aggregate query. A fact may also have several values
for the measure, e.g. papers frequently have several authors; the aggregation function
then applies over the complete set of measure values obtained for the facts having the
same value for the dimension. Our queries are a subset of the RDF analytical queries
introduced in [2,1] and also of those expressible in W3C’s SPARQL 1.1.
Aggregate query interestingness is currently defined as the variance (second statis-
tic moment) of the set of values {�({f.m}|f.d = x)}

x

, where {f.m}|f.d = x is the set
of m values for all facts having the value x along dimension d.

To identify aggregate queries, we proceed as follows: 1. we identify several candidate
fact sets; 2. for each candidate fact set, we explore a set of candidate dimensions; 3.
for each (f, d), we explore candidate measures m; 4. for each (f, d,m) combination,
we pick applicable aggregation functions from ⌦; 5. we evaluate the interestingness of
all the aggregate queries resulting from steps 1. to 4. and we retain the top k, for a
user-specified integer parameter k. Below, we outline each step.
1. Candidate fact set enumeration (i) If G contains some rdf:type triples, then we
identify the set of class URIs in G (that is, the set of all URIs c such that a triple of



Fig. 1. Interesting aggregates found in DBLP RDF data (1936-2006). From left to right:
the average number of article authors, per year; the total number of book authors, per
book publication year; the number of conferences in DBLP, per year.

the form (x, rdf :type, c) exists in G), and for each such c, the set f

C

of all resources
stated to be of type c in G is a candidate fact set; (ii) given a user-specified support
threshold t

supp

between 0 and 1, for any set of properties P = {p1, p2, . . . , pn} such
that at least t

supp

of the triple subjects in G have (at least once) each property in P ,
the set f

P

of all resources having all the properties in P is a candidate fact set.
2. Candidate dimension enumeration A dimension should be a property which all
facts in f have (those lacking it cannot contribute to q anyway), or count(p) for some
property p which some facts in f have. Further, d should have relatively few distinct
values, as a property having almost a distinct value for each fact is not a meaningful
agregation dimension. Formally, given a candidate fact set f and a property p which
all facts from f have, let S

0
f,p

the set of distinct values of the property p on the facts
from f . Property p is a candidate dimension if and only if |S0

f,p

|/|f |  t0, where t0 is
a user-specified threshold t0 between 0 and 1.
3. Candidate measure enumeration Given (f, d), a candidate measures m is a
property of all facts in f , which is di↵erent from d, and such that d is not count(m).
For each m, we automatically detect the majoritary data type (string, integer, date,
double) among all the values of property m for a fact in f . Again we use a threshold
t

type

and pick a type if at least t
type

of the m values of facts f match that type.
4. Candidate aggregate functions Given (f, d,m), candidate aggregate functions
� are chosen based on the type of the measure values. If this type is numeric, all
⌦ functions apply; min, max, count and count(distinct) apply to dates; count and
count(distinct) apply to strings.

3 Preliminary results, scenario and perspectives

We have implemented our approach using Postgres 9.6 to store the RDF data and
evaluate agregate queries, and Java 1.8 for the other operations. Figure 1 depicts some
of the most interesting agregate queries identified by our prototype, given an RDF
graph of DBLP bibliographic data. We plan to demonstrate our tool at JDSE on
open-data RDF graphs, with the help of a Jupyter notebook. Future work includes
the optimization of our candidate query enumeration method, the early pruning of
unpromising candidates as in [4], and supporting higher-order aggregates as in [3].
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Abstract: This  study  tackles  the  issue  of  Alzheimer’s  disease  diagnosis  
with electroencephalography based on the quantification of the brain 
functional connectivity. In this work, we evaluated two measures of 
functional connectivity, namely Phase Synchrony largely used in the 
literature and Epoch-based entropy, to distinguish between Mild 
Alzheimer’s  disease  patients (AD patients) and patients with Subjective 
Cognitive Impairment (SCI subjects). A Linear Discriminate Analysis 
was used to discriminate the two groups of subjects with a leave-one-out 
procedure. The obtained results indicated that the accuracy reached 
98.33% with Epoch-based entropy and 52.33% with Phase synchrony in 
θ band.  

Keywords: Alzheimer’s   disease, Subjective Cognitive Impairment subjects, Phase Synchrony, 
Epoch-based entropy, Linear Discriminate Analysis. 

1 Introduction 

Alzheimer’s   disease   (AD) is characterized by progressive neurodegeneration of brain network 
associated with memory and cognition. Diagnosis and intervention at the early stage prevents the 
development of the disease and limits the severity of cognitive decline. Many studies have proposed 
functional connectivity changes as an electroencephalographic (EEG) marker to discriminate AD 
patients from healthy subjects and from other pathologies. It has been shown that EEG markers 
contributed to the discrimination of normal elderly subjects from AD patients with 75-86 % of 
success (Huang et al., 2000;  Knott et al., 2001; Blinowska et al., 2017). Concerning the 
discrimination between Mild AD and healthy control subjects, it has been shown that a classification 
rate of 80.49% can be reached with Phase Synchrony, at the frequency range of 9-10Hz (Gallego-
Jutglà et al., 2015). It is also reported in the literature that classification accuracy between Mild AD 
patients and MCI subjects is estimated at 88% and 78% using two synchrony measures, Granger 
causality and stochastic event synchrony respectively, computed in α and θ global field power (Huang 
et al., 2000; Dauwels et al., 2009). In this work, we present our preliminary study on AD diagnosis in 
real life conditions by confronting AD patients to subjective cognitive impairment subjects (SCI 
subjects). Indeed, SCI subjects complained of memory impairment but have not been diagnosed with 
brain disorder. To the best of our knowledge, there is no study in this direction in the literature. To 
discriminate AD patients from SCI subjects, we applied two functional connectivity measures, 
namely Phase Synchrony (Lachaux et al., 1999; Dauwels et al., 2010; Gallego-Jutglà et al., 2015) and 
Epoch-based entropy (Houmani et al., 2015).  

 
2 Methods 

The present study relates to AD diagnosis using EEG time series data of 28 Mild AD patients and 22 
SCI subjects. The EEG recordings were obtained at rest and with eyes closed using 30 electrodes 
placed following the International 10-20 system with a sampling rate of 256 Hz. The data were 
preprocessed and filtered in δ (0.5-4Hz), θ (4-8Hz), α (8-12Hz) and β (12-30Hz) frequency bands.  



To assess the functional connectivity between EEG time series, Phase synchrony and Epoch-based 
entropy measures were used. Phase Synchrony (PS) quantifies the independence between the 
spontaneous phases 𝜑  and  𝜑  of tow signals X and Y. It ranges between 0 (no phase 
synchronization) and 1 (total synchronization)(Lachaux et al., 1999; Dauwels et al., 2010; Gallego-
Jutglà et al., 2015). Epoch-based entropy (EpEn) quantifies disorder in EEG signals at the time and 
spatial level using local density estimation by a Hidden Markov Model on inter-channel stationary 
epochs (Houmani et al., 2015). 

In this study, we evaluated the reliability of Epoch-based entropy measure in discriminating SCI 
subjects from Mild AD patients, and we compared the performance to those obtained with Phase 
Synchrony, which is largely used in the literature for AD diagnosis (Lachaux et al., 1999; Dauwels et 
al., 2010; Gallego-Jutglà et al., 2015; Blinowska et al., 2017). To this end, for each SCI subject and 
Mild AD patient, both PS and EpEn values were computed between all EEG channels for all 
frequency bands; thus two functional connectivity matrices are associated to each subject in each 
frequency band. The Linear Discriminate Analysis (LDA) with a leave-one-out approach was applied 
to discriminate between AD patients and SCI subjects, by taking into account as a feature the average 
functional connectivity matrix on AD patients and SCI patients.  

3 Results 

Figure 1 shows the box plots of average functional connectivity values for SCI subjects and AD 
patients in different frequency bands. First, we observe a better discrimination between SCI subjects 
and AD patients with Epoch-based Entropy (Figure1.B) compared to Phase Synchrony (Figure 1.A), 
in all frequency bands. Figure 1 also shows that AD patients have higher values of EpEn than SCI 
subjects in δ and θ bands. We observe an inversion of this behavior for higher frequencies (α and β 
bands). Moreover, we can see in δ band that the variability is greater for SCI subjects than for AD 
patients; this reflects the high correct classification of Mild AD patient (sensitivity=82%).  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

(A
) 

(B
) 

Figure 1 : The box plots of average functional connectivity matrix for the controls 
(SCI) and patients (Mild AD) in the different frequency bands: (A) phase synchrony 
(PS) measure; (B) Epoch-based entropy (EpEn) measure.  



Results of LDA classification showed a higher correct classification rate with Epoch-based entropy 
measure than with Phase Synchrony, and that for all frequency bands. Indeed, the classification 
accuracy with Epoch-based entropy measure is greater than 70 %, while it is around 50% with Phase 
Synchrony. More precisely, with Epoch-based entropy measure in θ band, we reached an accuracy of 
98.33% with a specificity of 100% (percentage of SCI subjects correctly classified) and a sensitivity 
of 96.66% (percentage of AD patients correctly classified). 

4 Conclusion 

Overall, the results of this preliminary study suggest that, on one hand, we have a better 
discrimination between SCI subjects and AD patients with Epoch-based entropy measure compared to 
Phase Synchrony measure. On the other hand, the classification result with Epoch-based entropy 
measure (a classification accuracy of 96.33% in θ band) is superior to those obtained in the literature 
when confronting AD patients to healthy subjects (Blinowska et al., 2017; Gallego-Jutglà et al., 
2015). Therefore, this study confirms the effectiveness of Epoch-based entropy measure for AD 
diagnosis.   
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Abstract. In various application domains, one has to deal with complex
outputs, such as functional output. Learning functional output can be
tackled through the use of operator-valued kernels, at the cost of great
computational load. In this work we propose a model based on Operator
Random Fourier Features that scales up while still giving the statistical
guarantees needed for learning.
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1 Introduction

Statistical learning of structured outputs is a fundamental and challenging subject of
computer science and applied mathematics [10, 1]. There are several important appli-
cation domains where the output exhibits such a structured nature; examples include
words, sentences, graphs, images, time series, or even probability distributions.

Key to the success of prediction is how the dependencies of the output values are
encoded, and how they are exploited. A mathematically sound way of encoding prior
information about the relation of the outputs can be realized by operator-valued kernels
and the associated vector-valued RKHS-s (reproducing kernel Hilbert spaces). Vector-
valued RKHS-s have already found a few promising initial applications for example
in multitask regression [4], vector field learning, vector autoregression, link prediction,
joint quantile regression [8], and functional output prediction [5], which is the subject of
this work. In all these applications, operator-valued kernels allow to cope with various
surrogate losses adequate to structured outputs. The flexibility and expressive power
of kernel methods, however, have a price: they are expensive in terms of memory and
computational load.

In order to leverage the expressiveness of kernel techniques, numerous approximate
schemes have been proposed in the literature for the case of scalar-valued kernels such
as low-rank matrix approximations including the Nyström method [11], explicit feature
maps designed for additive kernels, hashing [9, 6], and random Fourier features (RFF)
[7] constructed for continuous shift-invariant kernels, the focus of the current work.

RFFs implement an extremely simple, yet e�cient idea: by the Bochner’s theorem
one can construct an explicit low-dimensional random Fourier feature map, and a plug-
in Monte-Carlo estimator to the kernel. RFFs now serve as a baseline for approximate



kernel machines allowing to cope with millions of data points and possess sound the-
oretical guarantees both on the quality of kernel approximation and on generalization
performance.

Similarly to the scalar-valued case, operator-valued kernels su↵er from serious com-
putational and memory issues. The number of available approximate solutions are,
however, quite limited in this domain: the RFF approach has just recently been ex-
tended [2], with the first concentration results on the quality of the operator-valued
kernel approximation. This extension allows to deal with bigger amounts of data.

2 Methods

We consider the problem of learning functional output. Let X = Rd, and Y be a
RKHS of functions. Given i.i.d observations (x

i

, y

i

)
i2{1,n} 2 X ⇥ Y, we are interested

in estimating an unknown function F which minimize some criterion. For example, as
introduced in [5], we may be interested in solving the following problem

F̃ 2 argmin
F2F

1
n

nX

i=1

||y
i

� F (x
i

)||2Y + �||F ||2F (1)

where � 2 R+ is a regularization parameter.
Depending on the structure of F , this problem can be hard to solve. One way to make
it solvable is to consider F to be a vector-valued RKHS induced by a non-negative
operator-valued kernel K [3]. The choice of K is of great importance since it will have
a great influence over the family of functions F it defines. The knowledge of K allows
us to formally resolve the above problem, since we have an equivalent of the representer
theorem in the vector-valued case.

Theorem 1. Representer theorem for vector-valued functions. Let K be an non-negative
operator-valued kernel defining a vector-valued RKHS of functions F .
There exist u1, . . . , un

2 Y such that the solution F̃ of the above problem can be written
as

F̃ =
nX

i=1

K(x
i

, .)u
i

The learning problem is now reduced to finding those elements. By computing the
directional derivative and setting it to zero, one can derive an analytic solution for this
problem. As in [5], the vector of functions u 2 Yn satisfies the system of linear operator
equations

(K+ �I)u = y

where K = [K(x
i

, x

j

)]
i2{1,n} is a n ⇥ n block operator matrix and y is the vector

of functions y

i

. The major drawback of this method is the high computational load
associated to inverting the matrix K. To tackle this problem, we will approximate the
kernel using Operator Random Fourier Features (ORFF) as introduced in [2]. This can
be done thanks to an extension of the Bochner theorem for operator valued kernel,
which basically says that any shift invariant non-negative operator valued kernel is the
Fourier transform of some operator valued measure.

Theorem 2. Spectral decomposition for shift invariant kernels Let µ be a positive
measure on Rd, and A : Rd ! L(Y) such that A(!) � 0 for µ-almost all ! 2 Rd,



and A is bochner integrable with respect to µ. Then

K

e

(�) =

Z

Rd
e

�ih�,!i
A(!)dµ(!)

is the kernel signature of some shift-invariant non-negative operator valued kernel K.
Moreover, any shift invariant kernel K is of the form above for some pair (A,µ).

Finding a decomposition is hard in general, but one can design its kernel so that we
know such a pair (A,!). The interest of this is to construct an approximated feature
map thanks to a decomposition of the positive operator A = BB

⇤. Indeed, by drawing
D random vectors !

j

, j = 1, . . . , D, one has that

�̃(x) =
1p
D

DM

j=1

e

�ihx,!ji
B(!

j

)⇤

is an approximated feature map of K, which means that �̃(x)⇤�̃(z) !
D!1

K(x, z)

in the weak operator sense. Using this approximation, the learning problem becomes
scalable, since we now model our function via this approximated feature map : F̃ (x) =
�̃(x)⇤✓, and learning F̃ is now reduced to learning a parameter ✓ lying in some low
dimensional space.

3 Conclusion

We propose a model for learning functional output based on the ORFF framework. By
approximating the kernel through these feature maps, we can reduce the computational
load and deal with big amounts of data. This modeling is valid in the optimization
problem presented above, but can be adapted to any optimization problem in vector-
valued RKHS defined by an operator-valued kernel (e.g quantile regression).
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Hilbert spaces and universality. Analysis and Applications 8, 19–61 (2010)

4. Ciliberto, C., Mroueh, Y., Poggio, T., Rosasco, L.: Convex learning of multiple
tasks and their structure. pp. 1548–1557 (2015)

5. Kadri, H., Duflos, E., Preux, P., Canu, S., Rakotomamonjy, A., Audi↵ren, J.:
Operator-valued kernels for learning from functional response data. Journal of
Machine Learning Research 17, 1–54 (2016)

6. Kulis, B., Grauman, K.: Kernelized locality-sensitive hashing. IEEE Transactions
on Pattern Analysis and Machine Intelligence 34, 1092–1104 (2012)

7. Rahimi, A., Recht, B.: Random features for large-scale kernel machines. In: Neural
Information Processing Systems (NIPS). pp. 1177–1184 (2007)
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Abstract. In various application domains, such as climatology or epi-
demiology, data are collected through space and time, and it can be crit-
ical to be able to detect outbreaks in data. In this work, we propose an
extension of Operator-valued Kernel-based Vector Autoregression (OK-
VAR) for autoregressive models of order p, that also allows to input
exogenous data. We also propose a scaled-up version of this model using
Operator Random Fourier Features. The proposed models will be tested
on epidemics data.

Keywords: space-time series, operator-valued kernels, epidemics modeling

1 Motivation

Space-time series are collected in many fields. For instance, French public health insti-
tute Sentinelles provides weekly geographical reports of the incidence rates observed
by general practitioners for a list of diseases under surveillance (Flahault et al. 2006).

Lots of research has focused on the problem of detection of epidemics recently.
Google Flu Trends (Ginsberg et al., 2009) relies on linear models where the target in
the influenza incidence rate and the features are the number of Google queries identi-
fied as most predictive of the incidence rate. Held et al. (2006) propose a model with
an endemic component that describes seasonal patterns and an epidemic component
that enables to capture outbreaks through autoregression. Meyer et al. (2014) propose
an extension that takes the space dimension into account.

We aim at building a non-linear non-parametric model that takes the relationship
between regions into account. We propose to model space-time series using operator-
valued kernels (Micchelli and Pontil, 2004). Operator-valued kernels are an extension
of scalar-valued kernels and enable to learn vector-valued functions. The model will be
applied to the modeling of influenza epidemics, using Sentinelles data.

2 Operator-valued Kernel-based Vector Autoregressive
Model of Order p

We consider the problem of epidemics modeling (e.g. influenza). We write x

t

the d-
dimensional vector whose ith coordinate denotes the incidence rate of the considered



disease in location i, and x

p

t

2 IR

dp the vector that results in the concatenation of
x

t

,x
t�1, . . . ,xt�p+1. The dataset consists of Dn = (x

p

i

,x
i+1)

n
i=1.

In Lim et al. (2014), the authors introduce Operator-valued Kernel-based Vector
Autoregression (OKVAR) for non-linear autoregression of order 1. We extend OKVAR
to autoregression of order p: x

t+1 = f(xp

t

) + "t+1, where "t is a noise term. The
optimization problem P writes

min

f2H
1

n

nX

t=1

kx
t+1 � f(xp

t

)k2
2 + �kfk2

H,� > 0

where H denotes the Reproducing Kernel Hilbert Space associated to the operator-
valued kernel K. We have a representer theorem (Micchelli and Pontil, 2005) and
f(.) =

Pn
i=1 K(.,x

i

)c

i

, where the vectors ci 2 IR

d, i = 1, . . . n need to be learned, and
K is an operator-valued kernel. In case p = 1, we can simply use the decomposable
Gaussian kernel x

i

,x
j

! K(x

i

,x
j

) = Ak(x
i

,x
j

) where A is a (d ⇥ d)-symmetric
positive-definite matrix that should also be learned and k denotes the scalar Gaussian
kernel. In case p > 1, we need kernels that can input x

t

, · · · ,x
t�p+1. We can build

them combining kernels acting on d-dimensional vector either multiplicatively,

K(x

p

i

,xp

j

) = A
nY

`=1

k(x
i�`+1,xj�`+1),

or additively,

K(x

p

i

,xp

j

) = A
pX

`=1

↵`k(xi�`+1,xj�`+1), ↵` � 0 8` = 1 . . . p.

We will solve P by alternately optimizing in A,C and ↵ in the case kernels are
combined additively.

3 Scaling up the Model with Operator Random Fourier
Features

In this section, we propose a scaled-up version of the model introduced in the pre-
vious section based on Operator Random Fourier Features (ORFF). ORFF were in-
troduced in Brault et al. (2016) to extend Random Fourier Features (Rahimi and
Recht, 2008) and propose an approximation of operator-valued kernels. The authors
propose the following approximation for the decomposable Gaussian kernel K(x,x0

) =

A exp

⇣
� kx�x

0k2

2�2

⌘
:

˜K(x,x0
) =

˜�(x)> ˜�(x0
),

where
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BBBBB@
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sinhx, w1i

...
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sinhx, wV i
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with wj ⇠ N (0,��2I) and B a (d⇥m)-matrix such that A = BB>.

Using this approximation, we propose the following optimization problem:

min

✓,B

1

n

nX

t=1

kx
t+1 � ˜�B(x

p

t

)

>
✓k2

+ �k✓k2
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with

˜�B(x
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...
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1
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if the kernels are combined through positively-weighted addition, and ˜�B(x
p

t

) =

e�(xp

t

) 2 IR

2V m⇥d if they are combined multiplicatively.

4 Conclusion

We propose a model for non-linear non-parametric autoregression of order p extending
OKVAR models. We will use the same combinations of kernels as introduced in Sec-
tion 2 to input exogenous data in the model (e.g. Google Trends data, seasonality, . . . ).
We also provide a scaled-up version of the learning problems based on Operator Ran-
dom Fourier Features.
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Smart ease : reducing energy costs by storage and consumption
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Figure 1: Prediction and optimisation of the energy �ows

Abstract

Generation and storage of renewable energie are fastly improving. As a consequence, the energy land-
scape overcomes a complete overturning. Nowadays, smart grids quickly spread up in European countries
in order to enable self-consumption. Nevertheless, the existing solutions use complicated methods, and
are not adapted to the computing capacity of the connected objects.

With this in mind, we o�er a new solution called smart ease optimizing energy storage for a home
which can produce and store energy.

Our method relies on a gradient boosting algorithm for consumption forecast. In this study, we com-
pare several ways to charge the battery. The realized simulations are based on real datas of consumption
and production. The results show signi�cant reductions on the energy bill.

keywords

renewable energy, smart grids, connected objects, machine learning, self consumption

1 Motivations

This study has been realized during our second year of Master at the Ecole Normale Supérieur de Paris-Saclay.
It started for a student competition organised by CIGRE about smart grids. Then, it enables a collaboration
with the start-up Elum Energy, which is currently working in similar perspectives, but in a larger geographic
scale. But our research has also been driven by our strong enthusiasm in machine learning and renewable
energy.
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2 Introduction

Information technologies have enabled the developpement of the smart grids, using sensors and devices of
information processing in order to optimize production, distribution and consumption of electricity.
Our study uses a Rasberry Pi to calculate and order the charge or the discharge of a battery. The home
possesses a wind turbin or solar panels. The micro controller must optimize the storage and reduce the
electrical bill. The �gure 1 illustrates the purpose of the connected object. It acquires meteological datas
(in terms of temperature, enlightment and wind speed) for the 24 next hours. These datas are used for the
prediction of production, in real time.
The cost of the batteries is still high. These simulations help to determine the optimal capacity of the battery
for the smart home.

3 Minimization of the electric bill

We tried several algorithms in order to predict the electrical consumption. The input datas are the historic of
the consumption in a home, and the meteorological datas. The most reliable algorithme used is called gradient
boosting, because the execution time is the shorter, for the same performance. The di�erence between real
consumption and estimated consumption is calculated and reaches 2%
Moreover, in order to compare the savings made, we have tried �ve di�erent laws to charge and discharge
the battery, and to sell or to purchase to the supplier.
For this two �rst laws, the home does not own a battery.

• First law : sell, the home sells all the production to the supplier.

• the law consumption, the home consumes the production and sells the surpluses to the supplier.
The cost of takeover of the produced energy is cheaper than the cost of energy sold by the supplier.
That is why the 3 others laws use a battery to avoid buying from the supplier.

• The law normal stores the production surpluses until the maximum capacity of the battery.

• the law purchase takes advantage of the volatility of the price of energy. The home buys electricity to
store during the o�-peak electricity tari�s hours. During the last hour of o�-peak electricity tari�s, the
Raspberry decides to �ll the battery until a pourcentage of �lling (called alpha). The main purpose of
this law is to �nd the optimal ratio alpha.

• The law optimal : the ratio alpha has to be adapted for every period of o�-peak period, estimating
the production and the �lling of the battery for the hours when the price of electricity is higher. We
developed a simple method which simulates the expenses during the peak time.

4 Conclusion and �rst results

This study presents smart ease, an optimized solution for a home that can produce and store energy. The
tools used to reduce the electric bill are very cheap, and the speed of the calculation is really high. First, our
method forecasts the consumption with a gradient boosting algorithm. The production forecast is predicted
with meteorological datas. Then, the law called optimal estimates the amount of electricity to buy from the
supplier during the period when the price is the cheapest. The simulations have been written in Python, and
are publicly available in https://github.com/plguhur/prod-electricite
The results shows substantial bene�ts: the bill is reduced of 19% between the laws sell and optimal for a
solar production. The table below summarizes the �rst results and compares the annual bill according to the
employed law. If the price is positive, it means that the consumer have to pay the supplier. If the price is
negative, it means that the consumer earns money with his/her equipment.
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Bill Wind turbine Solar panels
sell 500 1250
consumption -10 920
normal -150 890
purshase -155 885
optimal -185 850

5 Evolution of the research

In order to improve the accuracy of our modelisation, we would like to integrate the ageing of the battery.
The ageing of the battery depends on the loading rate, the temperature, and the depth of discharge. A model
may optimize the ageing of the battery and improve the return on investment of the equipments. This model
of forecasts can also be used as a failure detector.
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